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Abstract

Several agents wish to execute one job each on a cluster- several computers which are a resource

owned by an institution. The job’s length is a secret known to the agent alone, and the agent’s

utility is the negation of the time in which she gets the output of the job. The institution would like

to maximize a social welfare function over the agents’ utilities by scheduling the jobs on the various

computers. For example, the institution may wish to minimize the sum of times in which the agents

get the output from their jobs, or to minimize the output time of the last job to come. The problem

is that in order to act optimally, the institute must know the true lengths - an information it does

not posses.

We construct mechanisms in which the agents prefer to tell the institution the real length of their

jobs, while the institution maximizes a general social welfare function. Those mechanisms involve

both monetary transfers before the execution, and implementation of job control tools during the

execution. A job control tool is a certain algorithm for altering the initial allocation. Examples for

such tools are postponing a part of the job for later, or lowering the share it gets of the CPU.
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Chapter 1

Introduction

Let us examine an institution oriented at producing HPC (High Performance Computing) calcula-

tions. HPC calculations are characterized by long processing time, and no interactivity1. The people

who send these computations are either workers of that institution, or outsiders who get the privilege

of using the institution’s resources. Those resources, which used to be composed of a mainframe2

computer, are composed nowadays of a cluster of commodity personal computers (PCs): several

PCs, with a common controlling center, which supply together the necessary computing power.

Each worker has one job to submit to the cluster, which may be composed of computers of

varying strength. The cluster’s qualities are known to the person submitting the jobs, but each job’s

length is the private information of the person who submits it. Though in the world of computer

science, those workers would be referred to as “users”, we shall use the term “agents”, taken from

game theory.

The agent’s interest is that the job be finished as soon as possible: her utility from the completion

of the job increases the sooner the job is finished. On the other hand, the institute has other interests,

some of which may collide with those of the single agents. This institutional interest is often referred

to as a social welfare function.

One example of an objective of the institution may be minimizing the sum of times in which all

jobs end. Another would be minimizing the make-span3 of the jobs.

1Some HPC calculations require a certain amount of interactivity, with long gaps between the interactive modes.
One may look at them as several sequentially dependent calculations.

2Mainframe: a single, very strong, machine, which is usually shared among several uses at a time.
3Make-span- the time difference between the beginning of the first job, and the ending of the last. Also see
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The classic problem that computer scientists and operations research scholars have treated is the

computational difficulty of solving the optimization problem. For example, Du and Leung [13] prove

that the off-line4 scheduling problem, when the lengths of the jobs are known, is NP-hard. Others

give procedures for reaching good results on specific cases. For example, Root [30] gives a procedure

for off-line scheduling of multiple jobs on parallel machines with a common due date. Azizoglu and

Kirca [6] give a heuristic algorithm for a similar problem, with different due dates.

However, this study looks at the off-line cluster scheduling problem from a different perspective,

which results from the potential collision of interests among agents and between the agents and the

institution.

1.1 The Scope of This Work

In this work, we assume the institution is capable of choosing an optimal schedule (a schedule which

optimizes the social welfare function), given the exact lengths of the jobs. In subsection 7.7 we

discuss the circumstances in which this assumption is valid.

We concentrate on designing a mechanism in which an optimal course of action for the agents is

to reveal the length of their jobs, while the institution maximizes a general social welfare function.

Thus we guarantee the maximization of the social welfare function. We design this mechanism using

monetary transfers between the institution and the agents, and job control tools which change the

allocation dynamically in a limited manner.

We limit the discussion to off-line scheduling, which means all the jobs5 are available at time

zero. Furthermore, we assume that the institution is able to control the execution of the jobs

completely. The only actions on behalf of the agent are reporting the (not necessarily true) length

of the job, and supplying the job.

The rest of this work is constructed as follows: In chapter 2 we refer to related work. In chapter 3

we describe the model, define the terms of allocation and job control tools, and the mechanism

definition 6.1 for makespan0 and in Abdekhodaee and Wirth [1].
4off-line scheduling means the lengths of the jobs are all known at time 0. This comes as opposed to on-line

scheduling, which means that jobs may be submitted while other jobs are being executed, as part of an on-going
process. Different scheduling methods are discussed in section 2.

5for the current batch in which we deal. New jobs which are submitted, are performed in the next batch. We assume
no interaction between those batches, i.e. jobs from a prior batch are not processed anymore after the processing of
the current batch has begun.
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derived from them. In chapter 4 we list several characteristics of desired mechanisms. In chapter 5

we implement a special social welfare function using certain combinations of job control tools and

monetary transfers. In chapter 6 we extend the mechanism to implement a general social welfare

function. In chapter 7 we discuss the quality of the proposed off-line cluster scheduling mechanisms,

and we conclude in chapter 8.
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Chapter 2

Related Work

2.1 Off-Line Scheduling games

2.1.1 Nisan and Ronen

Nisan and Ronen [28] present a problem where the agents are the CPU owners, whose interest is to

do as little work as possible. The mechanism is required to allocate certain tasks to those agents.

The CPUs are not related.

The authors propose various approaches for solving the problem of minimizing the makespan.

They approximate the makespan welfare function using the minimal work welfare function, prove it

is a tight bound and use randomness to improve that approximation.

They insert monetary payments after the execution, thus enabling the institution to verify how

long indeed the jobs took on that specific CPU. Since this mechanism requires an exponential

computation time, they provide an approximation for a sub-case of the problem: Nisan and Ronen

also prove that for bounded types, their mechanism approximates the optimal value for the social

welfare function, even if the institution only approximated the optimal allocation.

2.1.2 Van Ackere

Van Ackere [2] presents a game between an institution (which is also the scheduler) and any one

agent. She deals with the problem of scheduling operation rooms in a hospital, when the real length

4



of operations is not known. The game she describes is held between the institution and any of the

agents, who are the surgeons. The surgeon may arrive to the surgery later than scheduled, partly

due to intentionally being late, and partly due to uncontrolled reasons. The surgeon’s secret is the

time in which he intended to arrive. The institution’s utility decreases the later the surgeon is,

relative to the time in which the operating room is ready. The institution tries to determine the

proper time to schedule the operation.

In another work, Van Ackere [3] analyzes the strategies of a client and a dentist in two scheduling

systems. In the first, the dentist performs the diagnosis and the treatment in one sitting. In the

second, the dentist schedules two appointments, one for each of the tasks. While the diagnosis is

of known duration, the treatment’s length may vary, and it depends on the diagnosis. Van Ackere

shows that there exist combinations of costs to the agents, a choice of a scheduling system, and a

choice of arrival times, such that both agents would be better off in another combination (which is

not in equilibrium).

2.1.3 Wellman, Walsh, Wurman and MackKie-Mason

In [38], Wellman, Walsh, Wurman and MackKie-Mason deal with an environment of one machine,

on which time-units (time slots) need to be allocated to agents. Each agent has one job to process,

for which several time units may be required before a deadline. An agent’s utility from performing

her job is her private information.

A solution (which is combined of an allocation and payments) is evaluated ex-post, according to

the sum of utilities of the agents and the value of time slots which were not allocated. The authors

present a decentralized market-inspired protocol for reaching solutions in this environment.

2.2 Queuing Games

2.2.1 Naor

Naor [27] was the first to compare individual optimality to social welfare in a queue based on the

FCFS discipline, and to use payments, in order to implement a social welfare function.
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2.2.2 Altman and Shimkin

Altman and Shimkin [4] analyze, from the queuing theory point of view, an environment where

the agents may choose between sharing a “mainframe”, a strong, common, computational resource.

Every agent has access to an alternative, exclusive, slower CPU. If the load on the mainframe is

higher than a certain threshold, i.e. the CPU share the agent gets is too low, the agent will prefer

the private option.

2.2.3 Van Mieghem

Van Mieghem [24] proposes a “generalized c µ rule ” scheduler for one server. The scheduling policy

approximates optimality of the social welfare function of the sum of weighted utilities −
∑

WkTk,

when the agent’s cost function from the output time is a non-decreasing, convex function and the

server is close to its full capacity. These results are valid for a vast range of input distributions.

2.3 Variations On The Cluster Scheduling Problem

2.3.1 Migration

Migration is a way to correct scheduling mistakes. When the institution sees that a certain job is

running on a non-optimal CPU, it can make it migrate (move it) to another CPU in the cluster.

This solution requires the jobs to be preemptive1, and the system to support migration. Migration

itself has a performance cost due to the time it takes to move the job between CPUs, and due to

ongoing calculations to determine whether a migration should happen. Hence, a migration is worth

performing only if the current situation is non-optimal beyond a certain level. MOSIX [8, 7], a

Linux [36] based “single system image”2 cluster operating system is an example for a migration-

based system.

1A preemptive job is a job whose operation can be suspended and then resumed.
2A single system image is a concept which means making the cluster appear like one strong machine to the

users.
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2.3.2 Off-Line Scheduling

Tanenbaum [34] describes the scheduling algorithm of “Shortest Time First” (STF), which yields an

optimal schedule for a single CPU, when the institution wishes to minimize the sum of completion

times. As indicated there, the problem the institution faces is that it has no knowledge of the jobs’

lengths, so it cannot schedule them to optimize the social welfare function.

2.3.3 On-Line Scheduling

When the time and number of arriving jobs is unknown (except for maybe a probability distribution),

on-line scheduling is called for. The institution must schedule the jobs as they are submitted,

possibly making decisions which are based on the statistical prediction of arrivals. These systems

may contain a queue of jobs which arrived, but has not begun yet. Often these systems are referred

to as queuing systems. Usually, the algorithms used in these systems are heuristics, which do not

yield an optimal schedule, but a certain approximation. For example, Condor [22], a high throughput

computing system, and Jobd [20], a utility for job management on the GNU/Linux [35] operating

system.

2.3.4 Backfilling

Backfilling, a term coined by Lifka [21] for the EASY scheduler for the IBM SP1 computer, is a

method for scheduling a cluster, when the jobs require the use of several CPUs at the same time.

If served according to FCFS (First Come First Served), jobs which require a large number of CPUs

cause cluster idleness (while waiting for enough CPUs to be free). On the other hand, letting jobs

which require a smaller amount of CPUs to leapfrog the vastly requiring job may lead to starvation.

Feitelson and Mu’alem Weil [15] compare variants of backfilling. Conservative backfilling: permits

such leapfrogs just for jobs which do not cause any delay to other jobs. This is done by asking the

agents for the expected length of their jobs. The agents have an incentive to give a short estimation,

since a shorter job is more likely to leapfrog, and will be scheduled sooner. On the other hand,

using job control tools, the job is killed (its processing is stopped) if it exceeds the declared length,

thus giving the agents incentive to declare a length which is at least as long as the real length. This

system also “compresses” the allocation, in order to close gaps. In this mechanism the agent’s utility

7



drops sharply when the declaration is shorter than the real length of the job. Comparing the final

outcome to the FCFS priority, it is “predictable” (or “just”): for a truth telling agent, every job’s

output time may only improve.

In EASY backfilling, jobs may leapfrog if they do not cause any delay to the first job in the

queue, thus losing the “predictability” property.

An important part of this work deals with the quality of the estimates. Even though the agents

knew the system had only one sided safety margins, 99.7% of them failed to declare a length longer

than the real length, and their jobs were killed before termination time.3

2.3.5 On-Line Schedulers Which Involve Monetary Transfers

These schedulers usually use market mechanisms to set the price, assuming the institutions owning

the cluster aim at making a profit.

REXEC

REXEC [14] is a scheduler which enables the agent to specify the maximal cost per minute that she

is willing to pay, and allocates her job according to that requirement.

Nimrod-G

Nimrod/G [9] supplies an economic environment for negotiations, auctions and other economical

mechanisms in order to match jobs with CPUs.

Libra

Libra [31] is an economy based on-line cluster scheduler. It requires the agent to specify three

numbers when submitting the job:

1. E The length of the job, in terms of the estimated time it would take to execute the job on a

stand alone CPU

2. D A deadline, which is a time.

3The authors claim that it is likely that some of those jobs had used checkpoints, so that not all the work was lost
(having checkpoints means the agent is capable of continuing her job from a point close to where the job was killed.

8



3. B a budget- an amount of money the agent is willing to pay.

The institution tries to deliver the output by the deadline, while charging the agent no more

than the budget. Upon submitting, the institution estimates the minimal cost as

cost = αE + β
E

D
,

where α, β are coefficients. If the estimated cost is higher than the budget, the institution refuses

to perform the job, and the agent may submit it again with relaxed conditions.

The authors assume the agents tell the truth regarding the length of their jobs, while there might

be a trade-off between the deadline and the budget. Knowing the other agents’ declarations, and

the algorithm the scheduler uses, an agent might deliberately declare a wrong value as a job length,

in order to manipulate the allocation.

2.3.6 Distributed Decisions

The match making between the job and the CPU which will execute it can be taken in a central

decision-maker, or in a distributed manner. The distributed manner enables the scaling of the

cluster. Stankovic and Sidhu [32] present an algorithm for match-making, in which every job sees

just a part of the CPUs, and vise versa. This algorithm requires full disclosure of information on

both sides, in the form of contracts: every job must state its needs, and every CPU must state its

capabilities. MOSIX and REXEC also take the distributed decision approach, but Condor uses the

centralized approach.
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Chapter 3

The model

In this chapter we describe the mathematical model for the allocation of jobs of certain lengths to

a cluster of certain CPU speeds. We then describe the job control tools, which are operators used

after the execution of the jobs had began, in order to make specific alterations to the schedule.

We describe the conflict between the agent’s utility and the institution’s utility, and formulate the

mechanism, which is the framework for solving that conflict.

3.1 The Primitives

N agents, each with a single job which needs processing, submit their jobs to a cluster ofM CPUs1 at

time zero. The length of each job is only known to the agent. Each agent also declares the length of

the job: the amount of work required to process it. This declaration is assumed to serve the interest

of the agent, and consequently, is not necessarily the true length.2 An Off-Line Cluster Scheduling

Algorithm assigns each job to a given computer in the cluster based on the information provided by

the submitting agents. Ideally the OLCS algorithm would have the actual true parameters of each

job (i.e., its length) and would optimize cluster assignment based on that.

1When talking about a cluster, it is customary to deal with the term “node”, the basic computing entity in the
cluster. One computer may be associated with more than one node, especially if it has more than one CPU in it (an
SMP machine). In this work we assume every CPU is matched with exactly one node. We neglect the deficiency in
performance caused by sharing devices, e.g. I/O and network devices, so in other words we may say that we assume
every computer has just one CPU.

2 In contrary to a large part of the mechanism design literature, for example Mas-Colell et al. [23], the agent’s
type (her secret) is not in the utility function space.
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In our setup the OLCS algorithm asks for the information and agents may choose to truly reveal

it or lie about it.

We shall denote by ~θ = (θ1, . . . , θN ) ∈ Θ
N , Θ = R+, a profile of jobs, where N is the number

of agents and for each 1 ≤ n ≤ N , θn is its true length. We also denote by ~c = (c1, . . . , cM ) ∈ RM
+

a cluster of M CPUs, where the mth CPU has processing power cm. We assume the machines

are related: machines which can be characterized by a single number cm, such that the time to

complete work θ on CPU m is exactly θ
cm
.3 While the actual units used along this work are not

important, there is a connection between the length and power units: the CPU power is measured

in length units divided by the time units used.

Another assumption we take is that the jobs are CPU-hungry during their entire execution:

at any point in time, if the CPU is busy executing one job, it cannot contribute to the execution of

another job without delaying the first job4.

~c is common knowledge, while the job’s real length, θn, is private information of agent n.

3.1.1 Allocations

The first task done by an OLCS algorithm is to define which job runs on which computer and in

which order. We refer to this as an allocation and define it as follows:

Definition 3.1 An allocation A of a set of jobs N is composed of:

1. A partition {NA
m}m∈M of N , namely :∀m ∈M, NA

m ⊂ N is a subset of N s.t.

∪m∈MN
A
m = N

∀m 6= k NA
m ∩N

A
k = ∅ (3.1)

2. Work functions: ∀m ∈M,∀n ∈ NA
m, X

A
n (t) : R+ 7→ [0, 1] denotes the percentage of CPU m

which is devoted to job n at time t, and satisfies sup{t : XA
n (t) > 0} <∞, as well as ∀m ∈M

XA,m(t) :=
∑

n∈NA
m

XA
n (t) ≤ 1

The work functions are continuous to the right.

3We ignore architectural differences, memory-size differences etc.
4In real life, this may not be the case: while one job is waiting for a resource, such as an I/O device or some

network input, another job may be processed without disturbing the first one. On the other hand, when processing
more than one job at the same time, both jobs suffer a penalty of context switching. Hence, some social welfare
function may improve by running jobs in parallel.
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We refer to the function XA,m as the usage of computer m under allocation A.

The property defined by equation (3.1) is the no migration property, to which we limit ourselves

in this work.5 The set of all allocations is denoted by A.

For a given profile of jobs, ~θ, let us consider the subset of allocations that devote the exact

resources needed for computing:

Definition 3.2 An allocation A fulfills a vector of job lengths ~θ if

∀m ∈M ∀n ∈ NA
m cm

∫ ∞

t=0

XA
n (t)dt = θn.

The set of allocations which fulfill ~θ is denoted by FUL(~θ).

Definition 3.3 For every allocation A and job n, we denote the beginning time of job n by

BA
n = inf{t : XA

n (t) > 0} and the ending time of job n by E
A
n = sup{t : X

A
n (t) > 0}. By Tn we

denote the output time, the time in which the output of job n is given to the agent.

Definition 3.4 We say that a vector of output times, ~T := {Tn}
N
n=1, is supported by allocation

A, if Tn ≥ EA
n for all n.

Definition 3.5 We refer to the tuple Q = (A, ~T ), where ~T is supported by A, as the status of the

system. We abuse notation and define BQ as BA, and EQ as EA.

3.1.2 Efficiency

Definition 3.6 An allocation A is efficient if

1. XA,m ∈ {0, 1} and is a non-increasing function, ∀m ∈ M. In other words: there are no gaps

in the usage of a CPU. The CPU is never partially used. If it is used at all, then it is used at

time 0.

2. XA
n (t) ∈ {0, 1} and is an interval in R+,∀n ∈ N . In other words, there are no gaps in the

execution of a job, nor is it executed with just a part of the CPU at any time.

5In SMP machines, the operating system handles migration between CPUs in the same computer. As we mentioned
in footnote 1 in chapter 3, we assume in this work that every computer has only one CPU.
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Let EFF be the set of all efficient allocations, and let

EFF (~θ) := FUL(~θ)
⋂

EFF

The notion of efficiency we defined here differs from the notion of Work-Function-Pareto effi-

ciency:

Definition 3.7 ∀~θ ∈ ΘN , allocation A ∈ FUL(~θ) is Work-Function-Pareto-efficient if 6 ∃A′ ∈

FUL(~x) s.t. ∃n ∈ N s.t.:

∀l 6= n , ∀t ≥ 0 XA′

l (t) = XA
l (t)

EA
n > EA′

n .

In other words, allocation A is Work-Function-Pareto efficient if there is no change that can be done

to it, which involves just one work function, such that the ending time of that job is improved.

Example 3.1.1 A Work-Function-Pareto-efficient allocation is not necessarily efficient.

Proof: For example, let us takeM = {1, 0.1}, ~θ = {2, 1}. Allocation Ape is Work-Function-Pareto-

efficient, but it is not efficient.

N
Ape

1 = {1, 2}

X
Ape

1 (t)=



































1 0 ≤ t < 1

0 1 ≤ t < 2

1 2 ≤ t < 3

0 3 ≤ t

X
Ape

2 (t)=























0 0 ≤ t < 1

1 1 ≤ t < 2

0 2 ≤ t

The gaps in the execution of job number 1 make the allocation inefficient, but there is no

alteration of X
Ape
1 alone such that the ending time of job 1 will be sooner than 3.
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Example 3.1.2 An efficient allocation is not necessarily Work-Function-Pareto-efficient.

Proof: Let us examine allocation Aef on the same cluster, with the same set of jobs as Ape.

N
Ape

2 = {1, 2}

X
Aef

1 (t)=























0 0 ≤ t < 10

1 10 ≤ t < 30

0 30 ≤ t

X
Aef

2 (t)=











1 0 ≤ t < 10

0 10 ≤ t

This allocation, though efficient, is not Work-Function-Pareto-efficient. Both agents would be

better off executing their jobs on CPU number 1, even if they move there without changing any

other work function but their own.

Definition 3.8 We say that efficient allocations A1, A2 share the same schedule if :

∀n ∈ N n ∈ NA1
m ⇔ n ∈ NA2

m

∀m ∈M,∀k, l ∈ NA1
m BA1

k > BA1
l ⇔ BA2

k > BA2
l

∀m ∈M,∀k, l ∈ NA1
m EA1

k > EA1
l ⇔ EA2

k > EA2
l .

In other words, efficient allocations share the same schedule if the matching of jobs to computers

is the same, and the order in which jobs are executed within the computer is also the same.

3.2 Job Control Tools

Job control tools are used in order to alter the allocation after the cluster has begun executing the

jobs according to it.

The execution stage comes after a set of jobs is assigned to computers via an allocation. During

an execution some of the plans could contradict reality, as a consequence of agents not reporting
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truthfully. For example, if a job ends prematurely, then the real ending time could be shorter than

planned. In the period of time between the real ending time and the planned one, the CPU would

be used by the job less than planned.

Consequently, for a set of a real allocation and real jobs, we have the following definitions, which

enable changing the allocation dynamically. We refer to the initial status as a static status, and to

the status after the changes as a dynamic status. We denote the dynamic status at time t by Q(t),

and the static status as Q(0) or Qstatic. By Q(∞) or Qfinal we denote the final status.

Recall that in our set-up, the initial scheduling is done based on the reported job lengths, which

may be quite different from the true lengths. Consequently, job execution may end sooner than

planned. More formally:

Definition 3.9 We denote the termination time of job n, the time in which job n was terminated,

by Ln ∈ R+. This time is only known to the institution after the job executes work θn.6 The

termination time of job n fulfills:

cm

∫ Ln

t=0

XQ(t)
n dt = θn

3.2.1 Intuition For Job Control Tools

The term “job control” is used by system administrators to describe various ways by which one can

interfere with the CPU allocation during the execution of processes, in particular, ways to suspend

the execution and resume it at a later stage7.

Note that not all job control tools are necessarily available on every system, as indicated in

Stevens [33].

We focus on certain job control tools, which present a mathematical model of existing tools,

some of which are operated manually, and some automatically.

1. Renice8: The job gets only a share of the CPU, but for enough time to complete its execution.

6On the other hand, this information cannot be hidden from the institution.
7Job Control is used by various Unix shells, e.g. bash [11]. Job Control is also used by Jobd [20] as a manner of

punishment: When a job is submitted to Jobd, the user supplies certain demands of memory and CPU. If the job
uses less, Jobd tracks that down, and lowers the resources allocated to it. If the job uses more than declared, the job
is punished by a “renice” operation- the amount of resources it gets is limited.

8Based on the renice command on Unix systems.
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2. Postpone9 : the job stops receiving any computation power for some time, then it gets enough

share of the CPU for enough time to complete its processing.

3. Close-Gap10: A gap is a period of time in which the CPU stands idle11, though there are jobs

or parts of jobs awaiting that CPU. This tool closes that gap by performing the tasks which

await the same CPU.

4. Early Release12 : The output of the job is given to the agent prior to the time agreed upon, as

soon as the processing of the job is done. We assume every system can use the Early Release

tool, as it is a matter of policy rather than availability.

Some of those tools are actually a combination of more basic tools, which are not useful on their

own. The tool Renice is a combination of the two following basic tools:

• Extended-Stay: Though the job was supposed to be stopped at a certain time, it gets an extra

amount of time.

• Reduced power: The job’s share of the CPU changes. However, the time in which the job’s

processing is stopped is not changed.

The tool Postpone is a combination of the basic tool Extended-Stay and the basic tool Gap:

• Gap13: The job does not get any share of the CPU for a certain amount of time. At a later

time, the job receives a positive share of the CPU again.

3.2.2 Formal Definitions for Job Control Tools

We turn to formalize the aforementioned job control tools in the form of operators over allocations.

As we exclude job migration, those operators do not change the partition: the sets N A
m are set before

the execution stage, and do not change. As we later prove, it is optimal not to perform any changes

to the static allocation, hence the lack of migration does not impose a major constraint.

9Postpone, for example, is not possible if preemptions are not allowed.
10Resembles regular behavior on Unix Systems, when the commands are separated by “;”: The next command

begins its execution once the first one has ended.
11Let us distinguish between full gaps, gaps in which the CPU stands totally idle (its usage being 0), and partial

gaps, when the the usage drops to a positive value. In this work we allow closing of full gaps only, to avoid complex
definitions.

12Typical of large clusters, such as the ASCI initiative [29, 39], where the agents do not have direct access to the
machine. This, unlike the former two, is not a common Unix tool.

13Resembles the combination of suspend and (after a gap of time) fg on Unix systems.
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We begin with several preliminary definitions:

Definition 3.10 ∀m ∈M,∀Q ∈ (A,RN
+ ), let

Qm := ({Xk : k ∈ Nm}, {Tk : k ∈ N}).

Then Q is a Cartesian product:

Q = ×m∈MQm.

We refer to Qm as the status of CPU m.

Note that once the static statuses are set, changes done to the status of one CPU, by performing

an operator on it, do not affect the status of any other CPU. In other words, let us relate to operators

of two kinds:

• An operator on CPU m: OPm on a status Q, such that OPm makes alterations to XA
k ,

∀k ∈ NA
m .

• An operator on job n: OPn on a status Q, such that OPn makes alterations to X
A
n , where

n ∈ NA
m , and it may affect also other work functions X

A
k where k ∈ N

A
m

Then,

(OPm(Q))k = Qk ∀k 6= m

(OPn(Q))k = Qk ∀n ∈ N
A
m ∀k 6= m.

Definition 3.11 ∀r ∈ R+,∀n ∈ N , we define the job control operator ESn(r), referred to as

extended-stay for job n of time amount r, on a status Q as follows, where n ∈ NA
k and

s stands for lim inft→EA
n
(XA

n (t))
14:

XESn(r)(Q)
n (t) =











s r + EA
n > t ≥ EA

n

XA
n (t) otherwise

14Defining s as lim inft→EA
n
(XA

n (t)) instead of XA
n (E

A
n ) is a solution for the technical difficulty, resulting from

assuming that the work functions are right-continuous only, which means that XA
n (E

A
n ) = 0, while XA

n (B
A
n ) > 0.
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for l 6= n:

X
ESn(r)(Q)
l (t) =



































XA
l (t) l 6∈ NA

k

XA
l (t) l ∈ NA

k and 0 ≤ t < EA
n

0 l ∈ NA
k and EA

n ≤ t < EA
n + r

XA
l (t− r) l ∈ NA

k and r + EA
n ≤ t

T
ESn(r)(Q)
l = max(E

ESn(r)(Q)
l , TA

l )

Note that the extended jobs are not made to run in parallel to other jobs, even if they do not

use all of the CPU.

Definition 3.12 ∀s, r ∈ R+,∀n ∈ N , we define the job control operator RPn(s, r), referred to as

reduced power for job n to percentage s from time r, on a status Q as follows:

X
RPn(s,r)(Q)
l (t) =











sXA
n (t) if l = n and t ≥ r

XA
l (t) otherwise

~TRPn(s,r)(Q) = ~TQ.

Note that if s < 1, then RPn(s, r) does not preserve the efficiency. More over: if A fulfills ~θ and

s < 1, then RPn(s, r)(Q) will not fulfill ~θ. Though we make a general definition here, we do not

use RP on its own in this work: RP is used only to define the operator RN , and in this context we

make sure that the final allocation fulfills the vector of real lengths ~θ.

As part of the POST operator, we define the GAP operator. GAP transfers a part of the work

that needs to be done for a job to another time in the future, on the same CPU. In order to make

sure that the allocation formed by this operator is well-defined, the rest of the work is transferred

to some future time s′, at which the CPU is surely vacant. The GAP operator does not preserve

efficiency, either.

Definition 3.13 ∀s, r ∈ R+,∀n ∈ N , we define an operation GAPn(r, s), gap in job n from time

r until time s on a status Q, in which Xn(t) = 1 ∀r < t < EA
n , as follows:

XGAPn(r,s)(Q)
n (t) =























XA
n (t) 0 ≤ t < r

0 r ≤ t < s′

XA
n (t− (s

′ − r)) s′ ≤ t
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where n ∈ NA
k , s

′ = max(s, sup{t : XA
k (t) 6= 0}).

For l 6= n:

X
GAPn(r,s)(Q)
l (t) = XA

l (t)

T
GAPn(r)(Q)
l = max(E

GAPn(r)(Q)
l , T

Q
l )

Note that the definition of GAP , and in particular the use of s′, does not permit creating an

allocation in which two jobs run in parallel on the same CPU.

Now we turn to define the job control tools we will actually refer to later on:

Definition 3.14 ∀s, r ∈ R+, ∀n ∈ N , ∀θn ∈ Θ, we define the job control operator

RNn(s, r, θn) referred to as renice for job n from time r to a percentage s until it performs

a total work of θn on a status Q as follows:

RNn(s, r, θn)(Q) = RPn(0, Ln) ◦ ESn(∞) ◦RPn(s, r)(Q)

where Ln, the termination time, is implicitly defined by

cm

∫ Ln

t=0

XESn(∞)◦RPn(s,r)(Q)
n dt = θn

where n ∈ NA
m.

In order to define the CLOSE operator, we need to define split jobs. A job is split if its work

function is not an interval in time. More formally:

Definition 3.15 Job n ∈ NA
m is split if

∃t′ s.t. BA
n < t′ < EA

n and XA
n (t

′) = 0

We denote the set of split jobs in NA
m by SPLIT

(

NA
m

)

.

Definition 3.16 ∀s, r ∈ R+,∀n ∈ N , we define an operation CLOSEm(r, s), close gap in com-

puter m from time r until time s on a status Q, in which Xm,A(t) = 0 ∀r ≤ t < s, as follows:

~TCLOSEm(r,s)(Q) = ~TQ
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XCLOSEm(r,s)(Q)
n (t) =











XA
n (t+ s− r) r ≤ t < tfirstsplit and n ∈ N

A
m

XA
n (t) otherwise

where tfirstsplit stands for

inf{t : ∃k ∈ SPLIT
(

NA
m

)

,∃BA
k < t′ < t s.t. XA

k (t) > 0 and X
A
k (t

′) < 1}

In other words, tfirstsplit is the first time in which a split job on CPU m resumes its execution.

The limitation t < tfirstsplit enables activating CLOSE after GAP , or even several GAP oper-

ations, without undoing those GAP operations.

Definition 3.17 ∀s, r ∈ R+,∀n ∈ N , we define an operation POSTn(r, s, θn), postpone job n

from time r to time s and let it continue until it performs a total work of θn on a status

Q as follows:

POSTn(r, s, θn)(Q) = RPn(0, Ln) ◦ CLOSEm(r, s) ◦ ESn(∞) ◦GAPn(r, s)(Q)

where n ∈ NA
m, and Ln is implicitly defined by

cm

∫ Ln

t=0

XCLOSEm(r,s)◦ESn(Ln)◦GAPn(r,s)(Q)
n dt = θn.

Note that the POST and RN operators, as defined, cannot be used simultaneously on one

system, for if they are, then it might occur that at time s′ in which the CPU was supposed to be

idle, a job which was reniced is still running.

Definition 3.18 ∀n ∈ N , we define an operation EARLYn, early release of job n on a status

Q, as follows:

T
EARLYn(Q)
l =











T
Q
l l 6= n

min(EA
n , Ln) l = n.

∀t ≥ 0, ∀l ∈ N X
EARLYn(Q)
l (t) = XA

l (t)

Note that EARLY is only well-defined at time Ln, and only if Ln ≤ EA
n . We constrain the use

of EARLY to those cases only.
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3.3 Utilities

We assume in our model that all agents behave in order to maximize some utility function which

is known to all, and is a linear combination of the time it took them to receive the results of their

job with some monetary transfer. On the other hand, we assume that the institution also behaves

to maximize its utility, which is derived from the final status. The institution ignores the monetary

outcome.

3.3.1 Agents’ Utilities

Assume each agent n receives her job’s results at a positive time Tn. Also assume that every agent

is required to pay a price Pn to the institution for the execution of her job (Pn ∈ R does not have

to be positive). Assume the agent has a valuation Vn for a performed job. Then the agent’s utility

Un is

Un = Vn − Tn − Pn. (3.2)

As we currently ignore individual rationality15 considerations, we may assume w.l.o.g. that Vn = 0,

∀n ∈ N .

3.3.2 Social Welfare

Definition 3.19 A social welfare function is a function g : RN
+ 7→ R. The set of all social

welfare functions is denoted by G.

Definition 3.20 ∀n ∈ N , for any vector ~z ∈ RN , let ~z be decomposed as ~z = (zn, z−n), where

z−n ∈ RN−1.

Definition 3.21 A social welfare function is regular if ∀z−n ∈ RN−1
+ ∀x, y ∈ R+

x > y ⇒ g(z−n, x) < g(z−n, y).

For example, the social welfare function

g = −
∑

k∈N

Tk

15An individually rational agent will only participate if her utility from participating exceeds her utility from not
participating, which is considered 0. We currently assume all agents must participate. In section 7.5 we discuss
individually rational agents, who may choose not to participate.
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is a regular social welfare function. We denote that particular social welfare function by g
∑

.

Lemma 3.22 g
∑

is a regular social welfare function.

Proof: For an arbitrary z−n ∈ ΘN−1 ⊆ RN−1
+ , and x, y ∈ Θ ⊆ R+ such that x > y, we have

g
∑

(z−n, x) = −x−
N−1
∑

p=1

zp <

−y −
N−1
∑

p=1

zp = g
∑

(z−n, y).

Therefore, g
∑

is regular.

The function −g
∑

is an example for a non-regular social welfare function.

Lemma 3.23 If g is a regular social welfare function and

A ∈ argmax
a∈FUL(~θ)g(

~Ea)

then XA,m(t) ∈ {0, 1} and is a monotonic decreasing function (in the weak sense) ∀t ≥ 0, ∀m ∈M.

Proof: Assume in contradiction that XA,m is not non-decreasing. Then ∃ε, δ > 0, t2 > t1+ ε such

that 1 ≥ XA,m(t2)− δ > XA,m(t1).

Alternatively, assume in contradiction ∃t1 s.t. 0 < XA,m(t) < 1. Since XA,m is continuous to

the right, ∃δ > 0, ε > 0, such that t2 > t1 + ε, and ∀t1 ≤ t < t2 X
A,m(t) < 1− δ.

Then, in either of the cases, the CPU can perform at least an extra work of δ(t2 − t1)cm. Let

Em,A := maxk∈NA
m
EA
k . Let n be a job such that n ∈ N

A
m and E

A
n = Em,A.

Let us define allocation A2:

∀j ∈M NA2
j = NA

j

XA2
l (t) =











XA
l (t) + δ t1 ≤ t < t2 and l = n

XA
l (t) otherwise

In this allocation we have added more work to job n. Let ~θ denote the vector of lengths A fulfills.

Then exists a unique t3 < Em,A such that

cm

∫ t3

0

XA2
n (t)dt = θn

cm

∫ EA
n

t3

XA2
n (t)dt = δ(t2 − t1)cm.
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Let us define allocation A3:

∀j ∈M NA3
j = NA

j

XA3
l (t) =























XA
l (t) + δ t1 ≤ t < t3 and l = n

0 t3 ≤ t and l = n

XA
l (t) otherwise

Allocation A3 fulfills ~θ, since we built it so for agent n, and we did not change the other work

functions:

∀l 6= n XA
l = XA3

l

∀l 6= n EA
l = EA3

l

EA
n > EA3

n

Then g( ~EA3) > g( ~EA), and A 6∈ argmax
a∈FUL(~θ)g(

~Ea).

Corollary 3.3.1 If allocation A is Work-Function-Pareto-efficient, then XA,m ∈ {0, 1} and is a

monotonic decreasing function (in the weak sense).

Proof:If it does not hold for allocation A that XA,m ∈ {0, 1} and is a monotonic decreasing function

(in the weak sense), then build allocation A3 as indicated in the proof of lemma 3.23. Under

allocation A3 one of the agents is better off, while the others’ work functions are not changed, hence

A cannot be Work-Function-Pareto efficient.

Lemma 3.24 If g is a regular social welfare function and A ∈ argmax
a∈FUL(~θ)g(

~Ea) then XA
n (t) ∈

{0, 1} and is a segment in time, ∀n ∈ N , ∀t ≥ 0.

Proof: Let us assume by contradiction that on CPU m there is at least one job whose work function

is not a segment in time of value 1. Let ÑA
m denote the set of all the jobs on CPU m which are not

a segment in time of value 1:

ÑA
m := N

A
m

⋂

{

k : ∃BA
k < t′ < EA

k s.t. XA
k (t

′) < 1
}
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Let us pick one member of that set (according to the assumption, the set is not empty), such

that no other job on this set ends after her:

n ∈
{

k : k ∈ ÑA
m and EA

k ≥ EA
j ∀j ∈ ÑA

m

}

.

Due to right-continuity of the work function XA
n (t),

∃BA
n < t1 < EA

n s.t. XA
n (t1) < 1⇒

∃δ > 0, ε > 0, t2 > t1 + ε s.t.

∀t1 ≤ t < t2 XA
n (t) < 1− δ.

Let ÑA
m,n denote the set of jobs on CPU m, which are active while job n is active:

ÑA
m,n := N

A
m

⋂

{k : ∃BA
n ≤ t < EA

n s.t.XA
k (t) > 0}.

According to lemma 3.23, the usage of CPU m is an interval in time of value 1 because allocation

A optimizes function g. Hence, all the CPU time which is not devoted to job n must be devoted to

other jobs, if job n has not ended yet (the CPU does not stand idle), and ÑA
m,n ) {n}.

Let Ĩ = |ÑA
m,n|. Let i(k) be an ordinal number of job k in Ñ

A
m,n according to its ending time,

such that

EA
{k:i(k)=1} ≤ . . . ≤ EA

{k:i(k)=Ĩ}
.

∀k ∈ ÑA
m,n let us denote the CPU time job k got while job n was active by

si(k) :=

∫ EA
n

BA
n

XA
k (t)dt

Now let us define allocation A2 such that:

∀j ∈M NA2
j = NA

j

XA2
l (t) =



































1 l ∈ ÑA
m,n and ti(l) ≤ t < ti(l)+1

0 l ∈ ÑA
m,n and B

A
n ≤ t < ti(l)

0 l ∈ ÑA
m,n and ti(l) < t

XA
l (t) otherwise
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where t1 = BA
n , tĨ+1 = EA

n and ∀1 < i(l) ≤ Ĩ, ti(l) = ti(l)−1 + si(l)−1. Under allocation A2, each

job k ∈ ÑA
m,n gets the same work as under allocation A until time B

A
n , and an additional work of

cmsi(k) from that time on, hence it gets the same work it got under allocation A. Hence, allocation

A2 fulfills the same vector of lengths ~θ which A fulfills.

The order of ending times has not changed either. What has changed is the amount of work

done for jobs with an ending time after job l, before job l ends. For job l ∈ ÑA
m,n, l 6= n, under both

allocations all the jobs which end before job l must get their share of CPU time before job l ends.

Under allocation A, some other jobs (at least job n) also get some work done until that time, and

the following inequality is strict:

EA
l > BA

n +

i(l)−1
∑

p=1

sp.

Under A2 on the other hand, while the ending time of job n remains the same E
A
n = EA2

n , all

other ending times in ÑA
m,n improve: ∀l ∈ Ñ

A
m,n, l 6= n, EA2

l = BA
n +

∑i(l)−1
p=1 sp < EA

l .

Hence,

g( ~EA2) > g( ~EA)

A 6∈ argmax
a∈FUL(~θ)g(

~Ea)

in contradiction to the assumption.

Theorem 3.25 If g is a regular social welfare function, then

A ∈ argmax
a∈FUL(~θ)g(

~Ea)⇒ A ∈ EFF (~θ).

Proof: Follows directly from lemma 3.23 and lemma 3.24.

Corollary 3.3.2 If g is a regular social welfare function, and

A ∈ argmax
a∈FUL(~θ)g(

~Ea)

then A is Work-Function-Pareto efficient.
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Proof: Assume in contradiction that A is not Work-Function-Pareto efficient. Then there is at least

one job n, and an allocation A′ ∈ FUL(~θ), such that no other work function but n’s is changed, and

therefore:

∀k 6= n EA
k = EA′

k

and still by changing n’s work function alone,

EA
n < EA′

n .

Then the value of the social welfare function g is higher on allocation A′:

g( ~EA′) > g( ~EA)

and A cannot optimize g:

A 6∈ argmax
a∈FUL(~θ)g(

~Ea).

The institution’s utility is a social welfare function. It is derived either from the vector of times

agents receive their jobs in ~T , or from another element of the status, such as ~E. The first option

is typical of an institution which benefits from completion of jobs, because the agents work for

the institution to which the cluster belongs. The latter option is typical of institutions which sell

computing power to external agents. Such an institution may wish, for example, to clear its cluster

of jobs as soon as possible, rather than have the output delivered to the agents as soon as possible.

We will limit the discussion to social welfare functions of the first kind. We have already assumed

the institution is indifferent to monetary transfers. Thus, the institution’s utility is g( ~TQ(∞)). An

extension of this work may deal with more general institutional utilities, which are functions of ~E

or of ~X.

3.4 Motivating Example: A Straightforward Implementation

Had the institution known the lengths of the jobs ~θ, it could have chosen an allocation A to max-

imize the social welfare function. However, jobs’ lengths are private information and whereas the
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institution can ask for that information, agents may choose to provide false information to maximize

their own utility.16

Following is an example where agents prefer to lie, for a given direct revelation mechanism. In

this mechanism, the agents declare their lengths ~b , and the institution allocates A so that it fulfills

~b, and maximizes g
∑

.

Lemma 3.26 An allocation which maximizes g
∑

must be efficient.

Proof: Follows directly from lemma 3.22 and theorem 3.25.

3.4.1 Example: The Need for Information

Let us examine the following situation:

• N = 2, ~c = (1).

• No payments are made.

• The static allocation is A, an allocation which fulfills ~b and maximizes g(~T ) = −(T1 + T2).

• ∀n ∈ N , if bn < θn, RNn(E
A
n , 1, θn) is applied. If bn > θn, no operator is applied. In other

words, the final allocation is one which shares the same schedule as allocation A, but fulfills ~θ.

In the static allocation, ~T = ~EA. In order to maximize g, given ~b, assuming ~b truly represents ~θ,

there are two possible allocations, both of which are efficient, Work-Function-Pareto-efficient, and

fulfill ~b. One of them, or both, maximize g
∑

depending on whether b1 > b2 or the other way round.

W.l.o.g., assume b1 ≥ b2. Therefore, an optimal allocation is:

X
Ab1>b2

1 (t)=























0 0 ≤ t < b2

1 b2 ≤ t < b1 + b2

0 b2 + b1 ≤ t

X
Ab1>b2

2 (t)=























1 0 < t ≤ b2

0 b2 < t < b1 + b2

0 b2 + b1 < t

16Mechanisms that use the original type space as the signal space are referred to as ‘Direct revelation’ mechanisms.
More generally, the institution may allow the use of an arbitrary signal space, and not necessarily jobs’ lengths.
However, due to the Revelation Principle [26], this restriction is without loss of generality.
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and ~T = ~E.

Obviously, in our case where M = 1, every agent prefers to be scheduled first, and for that to

happen, she needs to declare a type smaller than the other agent’s. Hence, for both agents the best

declaration would be a lie: b1 = b2 = 0, regardless of ~θ. Now assume θ1 < θ2 in our example. Note

that agents lie, and the resulting allocation is not optimal.

3.5 The mechanism

A mechanism is a commitment of the institution on a particular course of action it would take in

reaction to agents’ declarations about their own lengths.17 This course of action has three compo-

nents:

1. Monetary transfers (prices).

2. A static allocation.

3. Job control triggers.

3.5.1 Prices

Definition 3.27 ∀~b ∈ ΘN , g ∈ G, A price vector ~P (~b) ∈ RN is a vector of functions Pn(~b) :

ΘN 7→ R, each of which represents the amount of money agent n pays.

If the price is negative, we may think of it as compensation the institution gives the agent.

3.5.2 A Static Allocation

Definition 3.28 ∀~b ∈ ΘN , g ∈ G, A static allocation o(~b,~b) : ΘN 7→ A is an allocation which

fulfills ~b and optimizes g.

3.5.3 Job Control Triggers

When job n is completed (at time Ln), the institution knows that. If the job is not terminated

before time EA
n , then the institution knows that θn > bn. If Ln < EA

n , the institution knows that

bn > θn. It also knows the exact value of θn:

17See footnote 16 in this chapter.
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θn =

∫ Ln

0

Xn(t)dt

According to this information, job control tools are applied, subject to their existence on the oper-

ating system. An operator activated at time t0 may not change work functions at times prior to t0.

At time t0, the only information used in the activation of the operator, is the information available

at that time. Ln is only known if job n has already terminated its execution.

In order to define the terms of activation of the job control tools, we require the following

definitions:

Definition 3.29 If bn 6= θn, agent n is lying. If bn > θn, agent n is lying upward. If bn < θn,

agent n is lying downward.

• Systems With a Renice Tool

If θn > bn, the institution performs RNn(E
A
n , srenice, θn) according to some value of the

percentage srenice which is determined by the specific mechanism.

• Systems With a Postpone Tool

If θn > bn, the institution performs POSTn(E
A
n , spost + E

Q(0)
n − E

Q−
n , θn), where spost > EQ

n

is a parameter depending on the specific mechanism. E
Q−
n stands for the time in which job n

was supposed to be terminated according to the status when it began the execution.

The term E
Q(0)
n −E

Q−
n comes to insure that a lying agent does not benefit from other agents

lying upward.

The RP operator which is one of the elements of POST is also a simple degeneration: its

effect is not the general effect of reducing the power to a certain percentage, but killing the

job altogether. Therefore, the postpone tool might be available, while the Renice tool is not.

• Systems With a Close-Gap Tool

When θn < bn, a termination happens at time t. The institution then reacts with

CLOSEm(Ln(t), E
A
n ),

where n ∈ NA
m .
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• Systems With an Early Release Tool

If θn = bn, the institution performs EARLYn.

Note that the way we trigger them, the POST and RN tools are replaceable, but cannot be

combined, since they are activated by the same trigger.

Also note, that when RN or CLOSE are activated, other jobs except the job which triggered

the operator are affected:

Definition 3.30 For any n ∈ NA
m, we denote by F

A
n := N

A
m

⋂

{k : BA
k ≥ BA

n } the subset of jobs we

refer to as job n’s dependents: the jobs, including n, which begin after job n on the CPU it runs

on, under allocation A. Let fn =
∣

∣FA
n

∣

∣ denote job n’s dependency number: the number of jobs

in set FA
n .

Definition 3.31 A mechanism Z = (o, ~P , ~T ) is composed of an output function, o(~x, ~y) : Θ2N 7→

A, a vector of price functions ~P = ~P (~x) and a vector of output times ~T which is supported by

A = o(~x, ~y).

A mechanism is a pre-defined protocol of actions, taken in a known environment, which is the

rules of the game. The social welfare function g, and the price functions ~P (~b) are common knowledge.

Note that the price is a function of the declarations ~b, and does not depend on ~θ.

3.5.4 The Game

We can now describe the N player game at the heart of our model. The game is held between the

agents themselves, under the conditions determined by the institution.

1. Mechanism commitment: The institution commits to a given mechanism that is composed of:

(a) ∀~b ∈ ΘN , o(~b,~b)

(b) ∀~b ∈ ΘN , ~T (~b)

(c) ∀~b ∈ ΘN , P (~b)

(d) the available job control tools and their triggers: ∀~b, ~θ ∈ ΘN , o(~b, ~θ)

2. Agents’ types (lengths) are drawn and privately communicated to them.
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3. Declaration: The agents declare their types ~b ∈ ΘN .

4. Realization: Based on ~b and its earlier commitment, the institution decides on the static status

Q = (A, ~EA) ∈ FUL(~b)( where A = o(~b,~b)), prices ~P = ~P (~b) and job control tool parameters:

either spost or srenice, according to the job control tool in use. Note that at this point, the

status is delay free: ~T = ~EA.

5. Payment: The agents pay amounts ~P .

6. Execution: The jobs are submitted to the cluster according to Q. Job control operators are

applied according to the commitment in stage 1. We use the notation ~T (~b, ~θ) to represent the

output times vector resulting from a game in which the agents declare ~b, and the real types

are ~θ. We use the notation ~U(~b, ~θ) to represent the vector of agents’ utilities resulting from

the same situation.

Note 3.5.1 We currently assume that the agents who submit a bid cannot change their minds at

this point and decide to withdraw. We discuss this possibility in chapter 7.5.

3.6 Strategies

When facing the mechanism, an agent would decide upon certain courses of action, depending on

her type. Some courses of action may always be at least as good as others, while some would be

considered optimal in a narrower variety of cases.

Definition 3.32 ∀θn ∈ Θ, agent real types, a strategy for agent n in a mechanism Z is a function

Sn : Θ 7→ Θ, such that Sn(θn) = bn, a declaration.

By S−n(θ−n) = ×k 6=nSk(θk) we denote the strategy tuple formed by all agents except n, when

they use strategy S.

Definition 3.33 Strategy S is a dominant strategy for agent n in a mechanism Z, if ∀~θ ∈

ΘN , b−n ∈ ΘN−1, bn ∈ Θ,

Un((S(θn), b−n), ~θ) ≥ Un((bn, b−n), ~θ).
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Definition 3.34 A strategy S : Θ 7→ Θ is in Ex-Post equilibrium if it is the best strategy against

the other agents using the same strategy, regardless of what their types are: ∀n ∈ N , bn ∈ Θ, ~θ ∈ ΘN ,

Un((Sn(θn), S−n(θ−n)), ~θ) ≥ Un((bn, S−n(θ−n), ~θ)).

The term “Ex-Post Equilibrium” was introduced in Holzman et al. [18]. We use this term

when agent n’s strategy is optimal, assuming all others play their prescribed strategies. However,

the Ex-Post equilibrium is stronger than the standard Bayesian equilibrium (which was introduced

by Harsanyi [17]), as it is the best reply for agent n even after learning the realized types of her

opponents. The Ex-Post equilibrium notion is weaker than the notion of dominance, because it

hinges on agents compliance with the prescribed strategies, whereas a dominant strategy is optimal

no matter how opponents act.
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Chapter 4

Desired Mechanisms

In this chapter we present certain qualities of off-line scheduling mechanisms, by which we evaluate

a mechanism. These qualities may be objective (either the mechanism has this quality or it does

not), or they may be relative (senses in which a certain mechanism is preferable to others).

4.1 Incentive Compatibility (IC)

We wish to find a mechanism in which the agents are better off telling the truth. This way we verify

that

o(~b,~b) ∈ argmax
FUL(~b)g(

~TQ(0))⇒ o(~b, ~θ) ∈ argmax
FUL(~θ)g(

~TQ(∞)).

The best sense in which the agents can be better off is the sense of dominant strategies.

Definition 4.1 An arbitrary social welfare function g ∈ G, is IC in dominant strategies in

mechanism Z if S(θn) = θn is a dominant strategy, when the static allocation optimizes the function

g.

A weaker notion of incentive compatibility is the following:

Definition 4.2 An arbitrary social welfare function g ∈ G, is IC in Ex-Post equilibrium in

mechanism Z if S(θn) = θn is in Ex-Post equilibrium, when the static allocation optimizes the

function g.
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.

Definition 4.3 Mechanism Z implements function g in Ex-Post Equilibrium if g is IC in

Ex-Post equilibrium in mechanism Z.

Mechanism Z implements function g in dominant strategies if g is IC in dominant strate-

gies in mechanism Z.

4.2 Budget Considerations

As monetary transfers between the institution and the agents may be positive or negative, we look

at the aggregate sum the institution gets (the rent), and check whether it is positive.

Definition 4.4 A mechanism has positive rent if the institution never spends money: ∀~b ∈ ΘN ,

∑

k∈N Pk(~b) ≥ 0.

A more particular case of a positive rent (and a more desirable, since we assume the institution

is indifferent about the payments the agents make), is a balanced budget.

Definition 4.5 A mechanism is budget balanced if ∀~b ∈ ΘN ,
∑

k∈N Pk(~b) = 0.

4.3 Safety Margins

Safety margins are the continuity of the utility of an agent with regard to the size of her lie, at the

point of truth telling1. It is possible to demand that the agents tell the exact truth, if they actually

know it. But as is often the case, agent n might have slightly perturbed information about its true

length.

Definition 4.6 A mechanism has upper safety margins if ∀ε > 0 ∃δ > 0 s.t. ∀n ∈ N ,∀g ∈

G,∀~b ∈ ΘN , ~θ ∈ ΘN

θn < bn < θn + δ ⇒
∣

∣

∣Un(~b, (bn, θ−n))− Un(~b, ~θ)
∣

∣

∣ < ε.

1Note that this notion of continuity differs from the notion of continuity of the outcome function, which is introduced
by Mount and Reiter [25], and is later used by Hurwicz [19]. The continuity of the outcome function relates to the
continuity of the allocation with regard to the declarations. Obviously, we do not expect any off-line cluster scheduling
mechanism to be continuous in that sense.
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A mechanism has lower safety margins if ∀ε > 0∃δ > 0 s.t. ∀n ∈ N ,∀g ∈ G,∀~b ∈ ΘN , ~θ ∈ ΘN

θn − δ < bn < θn ⇒
∣

∣

∣Un(~b, (bn, θ−n))− Un(~b, ~θ)
∣

∣

∣ < ε.

We say that a mechanism has safety margins if it has both lower and upper safety margins.

When a mechanism has one-sided safety margins (either upper safety margins or lower ones),

and the agent only has distributional information dn over θn, the strategy of telling the expectation

value of the length of the job may be inferior to telling a diverted value, such as sup{x : dn(x) > 0}.

4.4 Fixed Prices

There is an advantage in setting the payment stage before the execution stage: since the monetary

transfer may be from the agent to the institution (agents actually pay for the execution of the job),

setting the payment stage before the execution enables the agent to change her mind and withdraw

once she knows the price.

We design all the mechanisms we suggest such that their prices are fixed. This approach is not

mandatory, as suggested by Nisan and Ronen [28]. In the spirit of their work, it is possible to build

a mechanism for the off-line cluster scheduling problem, which maximizes the g
∑

function. If the

payment is postponed till after the jobs are executed, and their real lengths are verified, then the

payment to agent n is composed of a compensation part, which equals the negation of her utility

from execution, and a bonus part, which depends on the declarations of the other agents, and on

her own real type. Nisan-Ronen’s style payment function would be, in this case,

Pn(~b, ~θ) = −Tn(~b, ~θ) +
∑

k 6=n

Tk(~b, (θn, b−n))

which would make the agent’s utility

Un(~b, ~θ) =

−Tn(~b, ~θ)− Pn(~b, ~θ) = −
∑

k 6=n

Tk(~b, (θn, b−n))

35



coincides with the g
∑

social welfare function. In this mechanism the effect of θ−n on the utility

function of agent n is neutralized by verification, but the agents cannot know in advance the price

they will have to pay.

4.5 Justness

An agent may feel more secure, if she knows that when she tells the truth, her output time will be

no more than according to the static status. This is a quality of the mechanism:

Definition 4.7 A mechanism is just if ∀n,∀~θ,~b ∈ ΘN

bn = θn ⇒ Tn(~b,~b) ≥ Tn(~b, ~θ).

In other words, if the mechanism is just, a truth teller is promised a minimal utility at payment

time. The truth teller’s utility will not be damaged when other agents’ lies are revealed. This quality

enables the institution to keep its commitments to the agents.

4.6 Scalability- Limitations on Input

A good mechanism accepts wide, possibly unlimited, ranges of real types, and manages to execute

the jobs. It also works for large variances on the job lengths: different agents may have jobs which

vary substantially.

4.7 Final Social Welfare

On Equilibrium, all agents report their real type, and the institution is able to optimize the final

social welfare, which is equivalent to the initial social welfare. However, the social welfare of off-

equilibrium situations carries importance as well. An off-equilibrium situation might be reached due

to insufficient information, as described in section 4.3, or even due to irrational agents.

The social welfare function is not only a quality measurement: it is also the utility of the insti-

tution, (especially if the agents are workers of the institution): it benefits from the early completion

of the jobs. A situation where a portion of the jobs is not completed is not acceptable.

Hence, we define a quality of final social welfare:
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Definition 4.8 Let Z1 = (o1, ~P 1, ~T 1), Z2 = (o2, ~P 2, ~T 2), be two mechanisms which optimize the

same social welfare function g. Z1 has a better final social welfare on Θ̂N ⊆ ΘN than Z2 if

∀~θ ∈ Θ̂,~b ∈ ΘN ,

o1(~b, ~θ), o2(~b, ~θ) ∈ FUL(~θ) (4.1)

g(~T o1(~b,~θ)) ≥ g(~T o2(~b,~θ)).
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Chapter 5

A Special Case of a Social Welfare

Function

In this chapter we focus on a particular, natural social welfare function: g
∑

=
∑

k∈N Uk: the sum of

utilities. We then turn to describe the Vickrey-Clarke-Groves mechanism, and view that in contrary

to other environments, it is not effective in the off-line cluster scheduling environment. We end this

chapter by proposing a mechanism which gives positive results for g
∑

in this environment.

5.1 The Vickrey-Clarke-Groves Mechanism

5.1.1 Introduction

Consider an example where a single good is auctioned off. In that case, the Vickrey-Clarke-Groves

(VCG) mechanism [37, 10, 16] implements g =
∑

nWn(o(~b), θn) in dominant strategies, where ~b are

the declarations, and ~θ are the secrets: the real valuations of the good. o(~b) is the allocation (the

decision: which of the agents gets the good), which depends only on the declarations, and Wn is the

agent’s utility from the allocation itself (not from the payment): if agent n gets the good, then her

utility equals her valuation of the good. Otherwise, it equals zero. Thus, the agent’s utility depends

on the chosen allocation and on the agent’s own type, only.
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The major difference between an auction environment and the off-line cluster scheduling envi-

ronment, is that the allocation in the former is based only on the declarations. The types in the

auction environment need not be revealed, though some information about them leaks. The price

the n-th agent pays is

Pn(~b) = −
∑

k 6=n

Vk(~b, bk).

Agent n’s utility from the allocation combined with the money paid is

Un(~b, θn) =Wn(~b, θn) +
∑

k 6=n

Wk(~b, bk)

so that when agent n is truth telling, her utility coincides with the social welfare function g
∑

,

Un(~b, bn) =

N
∑

k=1

Vk(~b, bk) (5.1)

and is assured to be maximized by the mechanism, no matter what the other real types are. Thus,

VCG ensures that g
∑

is IC in dominant strategies.

5.1.2 A VCG Mechanism For Off-Line Cluster Scheduling

If we try to implement VCG in our environment, we face a problem. Here, the mechanism outputs

a vector of work functions and a vector of output times. The agents’ utility does not purely depend

on the declarations ~b, but also on the real lengths ~θ of the other agents. If agent n lies and her job

exceeds the limit of calculated allotted time E
Q−
n , the beginning of the following (one or more) jobs

may be delayed. If a job is shorter than declared, others may begin processing before scheduled.

The agent’s utility from the allocation is −Tn(~b, ~θ). According to VCG, agent n should pay

Pn(~b) =
∑

k 6=n Tk(
~b,~b), and the overall utility in case agent n is truth telling, is

Un(~b, (bn, θ−n)) = −Tn(~b, (bn, θ−n))−
∑

k 6=n

Tk(~b,~b)

while the mechanism maximizes

−
N
∑

k=1

Tk(~b,~b),
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which does not coincide with a single agent’s utility function. Therefore, the fact that the institution

maximizes its own utility function does not guarantee the optimization of the agent’s utility: It

should be possible to find a combination of ~b, ~θ and ~c, such that

Un((bn, b−n), ~θ) > Un((θn, b−n), ~θ).

In order to achieve an implementation in dominant strategies, it is essential to neutralize the

effect of θ−n on the utility function of agent n.

5.2 Hypotheses and Counter Examples

Could it be that the VCG payments are enough in order to insure the implementation of the g
∑

social welfare function in dominant strategies? Could it be that no matter what set of well-defined

job control tools we choose, a VCG mechanism would still implement the g
∑

social welfare function?

We claim that it is not so: The strength in which the mechanism implements the social welfare

function depends on the job control tools applied.

5.2.1 The Light VCG Mechanism: Counter Example 1

Let us introduce the light VCG mechanism:

• The prices paid reflect the sum of the other agents’ utilities, according to ~b:

Pn(~b) = −
∑

k 6=n

Uk(~b,~b) =
∑

k 6=n

Tk(~b,~b)

• The only job control tool applied is RNn(E
A
n , 1, θn), according to the triggers defined in sub-

section 3.5.3. Thus, jobs are run until their termination time, using the full CPU power. Of

course, if a job exceeds the time allotted to it, it will cause a delay in the beginning time of

its dependents (excluding itself, of course).

• The institution chooses the allocation such that g
∑

(~T ) is maximal.

Under the light VCG mechanism, consider ~θ = (1, 1.1), ~c = (1). Obviously, in the case ofM = 1,

the heuristic of performing the shortest job first (similar to the STF algorithm in Tanenbaum [34]),
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maximizes g
∑

. Assume agent 2 declares b2 = 0.2 < θ2, supposedly trying to beat agent 1 and get

to be the first to run.

Let us compare agent 1’s utility from declaring b1 = 0.1, to her utility from telling the truth. In

the first case, the static allocation would be:

X
o((0.1,0.2),(0.1,0.2)))
1 (t)=











1 0 ≤ t < 0.1

0 0.1 ≤ t

X
o((0.1,0.2),(0.1,0.2)))
2 (t)=























0 0 ≤ t < 0.1

1 0.1 ≤ t < 0.3

0 0.3 ≤ t

and ~T = ~Eo((0.1,0.2),(0.1,0.2)).

Hence agent 1 would pay the price of P1 = E
o((0.1,0.2),(0.1,0.2)))
2 = 0.3. The final allocation would

be

o((0.1, 0.2), ~θ) = RN2(2.1, 0, 1.1) ◦RN2(1.2, 1, 1.1)

◦RN1(1, 0, 1) ◦RN1(0.1, 1, 1)(o((0.1, 0.2), (0.1, 0.2)))

which means the final work functions are

X
o((0.1,0.2),~θ)
1 (t)=











1 0 ≤ t < 1

0 1 ≤ t

X
o((0.1,0.2),~θ)
2 (t)=























0 0 ≤ t < 1

1 1 ≤ t < 2.1

0 2.1 ≤ t

with ~T = ~Eo((0.1,0.2),~θ) = (1, 2.1). The first agent’s utility comes to

U1((0.1, 0.2), ~θ) = −T1((0.1, 0.2), ~θ)− T2((0.1, 0.2), (0.1, 0.2)) = −1− 0.3 = −1.3. (5.2)
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If agent 1 decides to tell the truth, the static allocation would be:

X
o((1,0.2),(1,0.2))
1 (t)=























0 0 ≤ t < 0.2

1 0.2 ≤ t < 1.2

0 1.2 ≤ t

X
o((1,0.2),(1,0.2))
2 (t)=











1 0 ≤ t < 0.2

0 0.2 ≤ t

With output times ~T = ~Eo((1,0.2),(1,0.2)) = (1.2, 0.2).

The price agent 1 pays would be smaller:

P1 = E
o((1,0.2),(1,0.2))
2 = 0.2.

The final allocation would be

o((1, 0.2), ~θ) = RN2(1.1, 0, 1.1) ◦RN2(0.2, 1, 1.1)(o((1, 0.2), (1, 0.2)))

X
o((1,0.2),~θ)
1 (t)=























0 0 ≤ t < 1.1

1 1.1 ≤ t < 2.1

0 2.1 ≤ t

X
o((1,0.2),~θ)
2 (t)=











1 0 ≤ t < 1.1

0 1.1 ≤ t

with ~T = ~Eo((1,0.2),~θ) = (2.1, 1.1). The first agent’s utility comes to a value lower than in equa-

tion (5.2):

U1((θ1, b2), ~θ) = −T1((θ1, b2), ~θ)− T2(~b,~b) = −2.1− 0.2 = −2.3.

So truth telling is not a dominant strategy, and therefore, VCG payments combined with an arbitrary

set of job control tools, are not enough in order to implement g
∑

in dominant strategies.
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5.2.2 The Light VCG Mechanism: Counter Example 2

In subsection 5.2.1 we proved that truth telling is not a dominant strategy in the light VCG mecha-

nism. The following example demonstrates that the light VCG mechanism does not implement g
∑

in Ex-Post equilibrium, either.

Take the light VCG mechanism, on the case where ~c = {1}, ~θ = {2, 1}. Assume agent 2 is truth

telling, b2 = θ2. If agent 1 tells the truth, b1 = θ1, then both agents are truth telling, job 2 is

executed first, and agent 1’s utility comes to

U1(~θ, ~θ) = −T1(~b, ~θ)− T2(~b,~b) = −3− 1 = −4.

If b1 = 0.5, job number 1 is executed first, and

U1((0.5, θ2), ~θ) = −T1(~b, ~θ)− T2(~b,~b) = −2− 1.5 = −3.5.

Therefore, VCG payments are not enough in order to implement g
∑

in Ex-Post equilibrium either.

5.3 VCG and Job control Tools

In this section we devise several methods which enable the implementation of g
∑

in the off-line

cluster scheduling environment.

5.3.1 The Harsh Punishment Mechanism

Let us introduce the Harsh Punishment mechanism:

• ~P = 0: no prices are paid.

• Instead of the standard triggers we defined in subsection 3.5.3, the institution performs

POSTn(min(E
A
n , Ln),∞, θn + ε)

for some positive value of ε, whenever bn 6= θn. This means that if an agent lies, she will

never get her output, and the execution of her job will be stopped (postponed to infinity, or

alternatively reniced to a zero share of the CPU), practically without altering the rest of the

schedule.
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• The chosen allocation optimizes g
∑

.

Obviously, this mechanism implements g
∑

in dominant strategies, since truth telling is the only

way to get the output of the job, thus achieving a finite utility Un = −Tn(~b,~b) > −∞.

The harsh mechanism is the trivial solution. While this mechanism is just, scalable, and its

prices are known before the execution stage, it has no safety margins at all, and regarding its final

social welfare it is the worst mechanism that could be.

5.3.2 Other Implementations of the g
∑

Function

In the following lemmas, we prove that it is possible to implement g
∑

using either of the two job

control tools: RN or POST .

When discussing the case of bn < θn in the RN based mechanism, job n’s dependents are affected.

Those agents’ utilities depend upon agent n telling the truth, since the dependents’ beginning time

(excluding n’s, of course) is increased if agent n is lying downward. Due to this dependency in the

RN based mechanism, it is only possible to implement g
∑

in Ex-Post Equilibrium. With POST ,

though, it is possible to implement g
∑

in dominant strategies, since a downward lie does not affect

truth telling dependents at all.

We will prove that the utility of agent n cannot increase beyond her utility while telling the

truth, whether bn > θn or bn < θn, in those two mechanisms: in the POST mechanism, while no

assumptions on other agents’ declarations are made, and in the RN mechanism, while other agents

are assumed to be truth telling.

From the cases of bn < θn we devise the valid ranges for the parameters srenice, spost: ranges for

which the equilibria hold. It is left for the institution to choose the exact value for those parameters,

within the permitted range. Though any value within the range will do the same when all agents

are truth tellers, the choice of those values has an effect off-equilibrium on the final social welfare,

as discussed in subsections 7.1 and 7.6.

Since later on we deal with social welfare functions other than g
∑

, and even use notations relevant

to two social welfare functions in the same equations, let ~TΣ, ~UΣ, o∑

denote ~T , ~U, o accordingly, in

a system where the institution optimizes g
∑

.
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Lemma 5.1 In a system with RN , CLOSE and EARLY , where the social welfare function is g
∑

,

and all other agents are truth telling, an agent cannot gain by declaring more than her real type.

Proof: ∀~θ,~b ∈ ΘN s.t. b−n = θ−n, bn > θn, we wish to prove that

UΣ,n(~θ, ~θ) ≥ UΣ,n((bn, θ−n), ~θ).

Agent n’s utility is

UΣ,n((bn, θ−n), ~θ) = −TΣ,n((bn, θ−n), ~θ)−
∑

k 6=n

TΣ,k((bn, θ−n), (bn, θ−n)).

All other agents are truth telling, so no alterations are made to A until time Ln, and the allocation

is still efficient at that time, according to lemma 3.26. Hence,

Ln = EA
n −

bn − θn

cm
,

where n ∈ NA
m , A = o

∑

((bn, θ−n), (bn, θ−n).

The final status is :

Q(∞) =
∏

k 6=n

EARLYk ◦ CLOSEm(Ln, E
A
n )(Q).

So agent n will get her output in the same time as if her job’s length was really bn:

TΣ,n((bn, θ−n), ~θ) = TΣ,n((bn, θ−n), (bn, θ−n)). (5.3)

Hence,

UΣ,n((bn, θ−n), ~θ) =

−TΣ,n((bn, θ−n), (bn, θ−n))−
∑

k 6=n

TΣ,k((bn, θ−n), (bn, θ−n)) =

−
N
∑

k=1

TΣ,k((bn, θ−n), (bn, θ−n)) = g
∑

( ~EA).

Since the institution optimizes g
∑

( ~EA), the agent’s utility function coincides with the social welfare

function, in a similar way to the original VCG utility function in equation 5.1, which does not depend

on other agents’ real types. Hence, bn = θn is the best declaration.

The following two lemmas will be used in the following proofs.

45



Lemma 5.2 ∀~x ∈ ΘN ,∀yn ∈ Θ,

∑

k∈N

TΣ,k((yn, x−n), (yn, x−n))−
∑

k∈N

TΣ,k(~x, ~x) ≥ −f
A
n

xn − yn

cm

where A = o
∑

((yn, x−n), (yn, x−n)), n ∈ N
A
m and f

A
n is defined according to definition 3.30.

Proof: Let A = o
∑

((yn, x−n), (yn, x−n)). Let us compare two allocations which share the schedule

of allocation A: A and A′. Let A′ fulfill ~x. A′ can be created from A by applying

∏

k∈FA
n

RN(Lk, 1, xk).

Then we can bound :

∑

k∈N

TΣ,k(~x, ~x) ≤
∑

k∈N

TΣ,k((yn, x−n), (yn, x−n)) + fAn
xn − yn

cm

where n ∈ NA
m .

When the total work to be done is bigger, it is impossible for a system which optimizes g
∑

to

reach a larger value for g
∑

( ~E), as we prove in the following lemma.

Lemma 5.3 ∀~θ ∈ ΘN , if θn < bn ∈ Θ, then

∑

k∈N

TΣ,k(~θ, ~θ) ≤
∑

k∈N

TΣ,k((bn, θ−n), (bn, θ−n)).

Proof: Using lemma 5.2, we can bound :

∑

k∈N

TΣ,k(~θ, ~θ) ≤

∑

k∈N

TΣ,k((bn, θ−n), (bn, θ−n))− fAn
bn − θn

cm
≤

∑

k∈N

TΣ,k((bn, θ−n), (bn, θ−n))

where A = o
∑

((bn, θ−n), (bn, θ−n)), n ∈ N
A
m .

Lemma 5.4 In a system with RN , CLOSE and EARLY , where the social welfare function is g
∑

,

and all other agents are truth telling, an agent cannot gain by declaring less than her real type.

Proof: When agent n lies such that bn < θn, the institution performs RNn(E
A
n , srenice, θn), where

the value of srenice is a free parameter, left for the institution to define. ∀~θ,~b ∈ Θ
N s.t. b−n =
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θ−n, bn < θn, let us calculate a range of values for srenice, sufficient to insure that lying upward is

not beneficial. srenice should be s.t. ∀0 < bn < θn, it holds that:

UΣ,n(~θ, ~θ) ≥ UΣ,n((bn, θ−n), ~θ)

−TΣ,n(~θ, ~θ)−
∑

k 6=n

TΣ,k(~θ, ~θ) ≥ −TΣ,n((bn, θ−n), ~θ)−
∑

k 6=n

TΣ,k((bn, θ−n), (bn, θ−n)). (5.4)

Let A := o
∑

((bn, θ−n), (bn, θ−n)) = o
∑

(~b,~b). Due to the use of RNn(E
A
n , srenice, θn),

TΣ,n((bn, θ−n), ~θ) = TΣ,n((bn, θ−n), (bn, θ−n)) +
θn − bn

srenicecm
(5.5)

where m is s.t. n ∈ NA
m . Hence, after substituting equation (5.5) in equation (5.4), we can tell that

we need to find a range for srenice, s.t. it satisfies

∑

k∈N

TΣ,k(~θ, ~θ) ≤
θn − bn

srenicecm
+
∑

k∈N

TΣ,k((bn, θ−n), (bn, θ−n)) (5.6)

Using lemma 5.2 together with equation (5.6), we get that it is sufficient for srenice to satisfy

srenice ≤
1

fAn
.

Note that the value of srenice depends only on the values of ~b, so it can be declared before the

execution stage, either for each job separately (by setting srenice for job n as
1
fA

n
), or together for

all jobs, according to srenice = mink∈N
1
fA

n
.

Theorem 5.5 In a system with RN , CLOSE and EARLY , it is possible to implement g
∑

in

Ex-Post equilibrium.

Proof: Follows immediately from lemma 5.1 and lemma 5.4.

An Implementation of g
∑

in Dominant strategies

Lemma 5.6 In a system with POST , CLOSE and EARLY , where the social welfare function is

g
∑

, an agent cannot gain by declaring more than her real type.

Proof: ∀~θ,~b ∈ ΘN , s.t. bn > θn, we wish to prove that

Un((θn, b−n), ~θ)− Un(~b, ~θ) ≥ 0.
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Let us concentrate on Qm, the status of CPU m. Let n ∈ NA
m , A = o

∑

(~b,~b). Let NA
−n :=

NA
m\{n}. Since job control operators, which are invoked due to a lie of a certain agent, affect only

the status of the CPU that agent was allocated to, the dynamic status of CPU m1 depends only on

the static status for CPU m, and a combination of operators on that CPU or on jobs on that CPU.

Qm,dynamic =
∏

k∈NA
−n

{Ok, CLOSEm(Lk, E
Qk,−

k )}(Q)

where Ok stands for either POSTk or EARLYk, and Q
k,− stands for the dynamic status at the time

in which job k begins its execution.

T
Qfinal

Σ,n = TΣ,n(~b, ~θ) = TΣ,n(~b,~b). (5.7)

Equation (5.7) holds since: ∀k, POSTk affects only Ek and Tk. EARLYk affects only Tk. None

of these operators change Bn, En or Tn. The CLOSE operators performed before B
A
n will change

Bn and En, but not Tn. Even if En has changed by time Ln, Tn will only change if EARLYn is

applied. EARLYn is not applied, of course, since bn 6= θn. POSTn, which can also affect Tn is not

applied either, since bn < θn.

Had agent n told the truth, EARLYn would have been applied. In that case we would get:

TΣ,n((θn, b−n), ~θ) ≤ TΣ,n((θn, b−n), (θn, b−n)) (5.8)

and using equation (5.7) and equation (5.8) we get

UΣ,n((θn, b−n), ~θ)− UΣ,n(~b, ~θ) =

−TΣ,n((θn, b−n), ~θ) + TΣ,n(~b, ~θ)−
∑

k 6=n

TΣ,k((θn, b−n), (θn, b−n)) +
∑

k 6=n

TΣ,k(~b,~b) ≥

−
∑

k∈N

TΣ,k((θn, b−n), (θn, b−n)) +
∑

k∈N

TΣ,k(~b,~b) > 0.

The last inequality holds due to lemma 5.3.

Note that if agent n lies downward, the POST job control tool does not permit a change in Bk,

not in Ek for job k, which is allocated to the same CPU as n, at a later time. On the other hand,

1The status of CPU m was defined in definition 3.10.
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when job n depends on jobs whose agents lied upward, the performed CLOSE operator decreases

Bn and En. The decreasing of Tn to match En depends on the institution performing EARLYn.

Thus, for every set of real types and declarations, EARLYn may decrease Tn in a different amount

of time: the possible gained time, defined as follows:

Definition 5.7 ∀~b ∈ ΘN , θ−n ∈ ΘN−1, g ∈ G, A = o(~b,~b), n ∈ N , let

DA
n (
~b, θ−n) := Tn(~b,~b)− Tn(~b, (bn, θ−n))

DA
n (
~b, θ−n) is the possible gained time when the institution optimizes g(~T ), the agents declare ~b

and the other agents’ real types are ~θ. DA
n (
~b, θ−n) is the amount of time by which the beginning time

of job n can be made earlier due to lies of fellow agents.

Note that DA
n (
~b, θ−n) ≥ 0. Of course, the value of D

A
n (
~b, θ−n) actually depends only on the real

length of the subset of jobs that job n depends on.

Lemma 5.8 In a system with POST , CLOSE and EARLY , where the social welfare function is

g
∑

, an agent cannot gain by declaring less than her real type.

Proof: ∀~θ,~b ∈ ΘN , s.t. bn < θn, we wish to find a range for spost, which is to be determined by the

mechanism, s.t.

Un(~θ, ~θ) ≥ Un((bn, θ−n), ~θ).

Let n ∈ NA
m , A = o(~b,~b). Using the same notation as in the proof of lemma 5.6,

Qm,dynamic =
∏

k∈NA
−n and BA

k
>EA

n

{Ok, CLOSEm(Lk, E
Qk,−

k )}

◦POSTn(E
A
n , s, θn) ◦

∏

k∈NA
−n and EA

k
<BA

n

{Ok, CLOSEm(Lk, E
Qk,−

k )}(Q)

As in the proof of lemma 5.6, POSTk and EARLYk affect only the times of the agent k. CLOSE

operators performed on the set NA
−n

⋂

{k : EA
k < BA

n } will decrease Bn and En in the same amount,

independently of the value of θn. The only differences in agent n’s utility, between the case where

agent n is truth telling and the case of bn < θn, are due to the possible gained time and the affect

of POSTn.
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We seek a range for spost s.t.

UΣ,n((θn, b−n), ~θ)− UΣ,n(~b, ~θ) =

TΣ,n(~b, ~θ)− TΣ,n((θn, b−n), ~θ) +
∑

k 6=n

TΣ,k(~b,~b)−
∑

k 6=n

TΣ,k((θn, b−n), (θn, b−n)) ≥ 0.

According to the definition of POSTn :

TΣ,n(~b, ~θ) = TΣ,n(~b,~b) +
θn − bn

cm
+ spost +DA

n (
~b, θ−n). (5.9)

−TΣ,n((θn, b−n), ~θ) =

−TΣ,n((θn, b−n), (θn, b−n))−DA′

n ((θn, b−n), θ−n) ≥

−TΣ,n((θn, b−n), (θn, b−n)) (5.10)

where A′ = o
∑

((θn, b−n), (θn, b−n)).

By definition,

UΣ,n((θn, b−n), ~θ)− UΣ,n(~b, ~θ) =

−TΣ,n((θn, b−n), ~θ) + TΣ,n(~b, ~θ)

−
∑

k 6=n

TΣ,k((θn, b−n), (θn, b−n)) +
∑

k 6=n

TΣ,k(~b,~b). (5.11)

Using equation (5.10) we get

−TΣ,n((θn, b−n), ~θ)−
∑

k 6=n

TΣ,k((θn, b−n), (θn, b−n)) ≥

−
∑

k∈N

TΣ,k((θn, b−n), (θn, b−n))

and using equation (5.9):

TΣ,n(~b, ~θ) +
∑

k 6=n

TΣ,k(~b,~b) ≥

∑

k∈N

TΣ,k(~b,~b) +
θn − bn

cm
+ spost.

When substituting back into equation (5.11) we get

UΣ,n((θn, b−n), ~θ)− UΣ,n(~b, ~θ) ≥

θn − bn

cm
+ spost −

∑

k∈N

TΣ,k((θn, b−n), (θn, b−n)) +
∑

k∈N

TΣ,k(~b,~b)
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Substituting lemma 5.2, we get :

UΣ,n((θn, b−n), ~θ)− UΣ,n(~b, ~θ) ≥ (θn − bn)

(

1

cm
−
fA

′

n

cm′

)

+ spost.

where A′ = o
∑

((bn, θ−n), (bn, θ−n)), n ∈ N
A′

m′ .

So it is sufficient for spost to fulfill the following condition:

spost ≥ (θn − bn)

(

N

minj∈M cj
−
1

cm

)

≥ (θn − bn)

(

fA
′

n

cm′
−
1

cm

)

. (5.12)

Since the expression (θn − bn)
(

N
minj∈M cj

− 1
cm

)

is non-negative, we present one of the following

limitations to insure that spost fulfills the condition:

1. Let Hdiff ∈ R+ be an arbitrary parameter of the cluster. If θn − bn > Hdiff , the lie is too

large, and the execution is stopped (a limitation on the downward lie).

Before the execution stage, the institution needs to set spost s.t.

spost ≥ Hdiff

(

N

minj∈M cj
−
1

cm

)

. (5.13)

2. Let Hdiff ∈ R+ be an arbitrary parameter of the cluster. θn is limited: execution is stopped

when amount of work Habs is performed on a single job. The institution sets before the

execution stage spost s.t.

spost ≥ (Habs − bn)

(

N

minj∈M cj
−
1

cm

)

. (5.14)

Theorem 5.9 In a system with POST , CLOSE and EARLY , it is possible to implement g
∑

in

dominant strategies.

Proof: Follows immediately from lemma 5.6 and lemma 5.8.

5.4 Are Monetary Transfers Really Needed?

In this section we verify the necessity of the monetary transfers in the class of mechanisms which

we devised.
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We have proved that a combination of job control tools and monetary transfers is sufficient to

implement g
∑

. Would a mechanism which uses job control tools the same way, but does not allow

monetary transfers, implement g
∑

as well?

Example 5.4.1 In a mechanism where

• the available job control tools are POST , EARLY and CLOSE, triggered according to sub-

section 3.5.3.

• ~P = 0.

• the institution maximizes g
∑

truth telling is not IC in Ex-Post equilibrium.

Proof: Take the case of c = {1, 1.5}, ~θ = {1, 1.01}, and assume b2 = θ2. If agent 1 tells the truth,

job 1 is located on c1, and

UΣ,1(~b, ~θ) = −TΣ,1(~b, ~θ) = −
1

1
+ 0 = −1.

On the other hand, if agent 1 declares b1 = 1.1, job 1 is located on c2, and

UΣ,1(~b, ~θ) = −TΣ,1(~b, ~θ) = −
1.1

1.5
+ 0 > −1.

That happens due to EARLY1 not being activated: since agent 1 lied, she does not get her

output as soon as she can, but rather as if θ1 indeed equaled b1.
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Chapter 6

A General Social Welfare Function

6.1 introduction

In this chapter we propose a mechanism which implements general social welfare functions in the

off-line cluster scheduling environment.

g = −
∑

Tn is usually a practical social welfare function to implement, since the throughput,

defined as N
∑

N
n=1 Tn

, increases when g = −
∑N

n=1 Tn increases. The throughput is a good measurement

for the average efficiency1 of the use of the resource.

And yet, when the important thing is not average throughput, but dealing with bursts of tasks,

the institution often cares to implement a social welfare function other than g
∑

. A common example

is the make-span function, as indicated for example by Abdekhodaee and Wirth[1] by Dodin and

Elimam [12].

Definition 6.1 ∀l ∈ 1..N , the make-span of order l is a function makespanl : RN
+ 7→ R+ which

is defined as

makespanl(~T ) = − max
k1 6=k2...6=kl∈N

l
∑

i=1

Tki
.

The common social welfare function is makespan1, which is actually −maxk∈NTk. Optimizing this

function means choosing the allocation such that the lowest utility among all agents is optimized.

1The term “efficiency” comes here in its everyday meaning, without connection to definition 3.6 of efficient alloca-
tions.
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Since several allocations may optimize the make-span function, a common tie-breaker (instead of a

lottery, for example) is the lexical max function.

Definition 6.2 ∀~b ∈ ΘN , let

ms0(~b) = FUL(~b),

and ∀l ∈ 1..N let

msl(~b) = {A : ~EA ∈ argmax
A′∈msl−1(~b)makespan

l( ~EA′)}

∀A ∈ FUL(~b) let us define the lexical-max function, lexicalmax : FUL(~b) :7→ R+ as

lexicalmax(A) = sup{l : A ∈ msl(~b)}

In other words, the set ms0(~b) consists of all the allocations which fulfill ~b. ms1(~b) ⊆ ms0(~b) is

a subset of allocations which minimize the time of the last job to be completed. ms2(~b) ⊆ ms1(~b)

consists of the allocations which, in addition to minimizing the time of the last job to finish, minimize

the time of the job to finish before last, and so forth.

Lexical max is a good social welfare function mainly when the institution is the employer of the

agents and not just the cluster owner.2 Another example of a social welfare function might be a

weighted make-span, or a weighted sum of utilities.

6.2 The Extended VCG (EVCG) Mechanism

We already know (from theorems 5.5 and 5.9)that the VCG payment function, combined with certain

job control tools, enables the implementation of the g
∑

function. Let us try and optimize a general

social welfare function when picking the allocation, while compensating the agent. We could pretend

that we offer the agent to participate in a mechanism which optimizes g
∑

, and then we offer her

a monetary compensation for changing the allocation to one that optimizes another social welfare

function. Under that spirit, let us examine the extended VCG payment function:

Pn(~b) = −Tn(~b,~b) + TΣ,n(~b,~b) +
∑

k 6=n

TΣ,k(~b,~b)

2Lexical max is less demanding than a precedence constraint, which Azar and Epstein [5] deal with. Under a
precedence constraint, certain (specific) jobs must end before another can begin, and the institutional utility depends
on the time the last one ended in. Under lexical max the order within the group of jobs does not matter, but the
institutional utility does depend on the completion of the whole set of jobs.
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= −Tn(~b,~b) +
N
∑

k=1

TΣ,k(~b,~b). (6.1)

The extended VCG payment function is composed of three terms:

1. −Tn(~b,~b) a compensation for the time spent, assuming all agents are truth telling.

2. TΣ,n(~b,~b) the negation of the time that would have been spent, assuming all agents are truth

telling, had the social welfare function been gΣ.

3.
∑

k 6=n TΣ,k(
~b,~b) the payment that would have been inflicted, had the social welfare function

been g
∑

.

Note 6.2.1 Assuming all agents are truth telling, an agent’s utility from any social welfare function,

with the extended VCG payment, is identical to her utility from a system with a social welfare function

of g
∑

,

Un(~θ, ~θ) = UΣ,n(~θ, ~θ).

Definition 6.3 We refer to a mechanism which uses the extended VCG payment function as a

extended VCG mechanism, and in short: EVCG.

Lemma 6.4 ∀n ∈ N ,under the EVCG mechanism, in a system with g ∈ G, CLOSE and EARLY ,

where one of the following assumptions holds:

1. The system makes use of RN and everybody else is truth telling b−n = θ−n.

2. The system makes use of POST .

agent n cannot gain by declaring more than her real type.

Proof: ∀~θ,~b ∈ ΘN , s.t. bn > θn, we wish to prove that given either one of the assumptions,

Un((θn, b−n), ~θ) ≥ Un(~b, ~θ). (6.2)

Let us develop the right-hand side of equation (6.2). From the definition of the EVCG payment

function

Un(~b, ~θ) = −Tn(~b, ~θ) + Tn(~b,~b)−
N
∑

k=1

TΣ,k(~b,~b). (6.3)
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Under assumption 1, in the same way that equation (5.3) is reached in the proof of lemma 5.1,

Tn(~b, ~θ) = Tn(~b,~b). (6.4)

Under assumption 2, equation (6.4) holds due to the same arguments used in the proof of

lemma 5.6, for equation (5.7).

Substituting equation (6.4) into equation (6.3) yields, under both assumptions,

Un(~b, ~θ) = −
N
∑

k=1

TΣ,k(~b,~b). (6.5)

Now let us develop the left-hand side of equation (6.2). When assumption 1 is valid, lemma 6.2.1

means that

Un((θn, b−n), ~θ) = −
N
∑

k=1

TΣ,k((θn, b−n), (θn, b−n)). (6.6)

When assumption 2 is valid, if agent n tells the truth, her output time may only decrease

relative to the static status: other agents, on whose jobs n depends, will decrease her output time

if an upward lie by them is revealed. A downward lie by the same agents will not change agent n’s

output time.

Tn((θn, b−n), ~θ) ≤ Tn((θn, b−n), (θn, b−n)) (6.7)

Since according to the definition of the EVCG payment function,

Un((θn, b−n), ~θ) =

{

−Tn((θn, b−n), ~θ) + Tn((θn, b−n), (θn, b−n))
}

−
N
∑

k=1

TΣ,k((θn, b−n), (θn, b−n)),

equation (6.7) means that

Un((θn, b−n), ~θ) ≥ −
N
∑

k=1

TΣ,k((θn, b−n), (θn, b−n)). (6.8)

Using equation (6.6) when assumption 1 is true, and using equation (6.8) when assumption 2 is

true, and using equation (6.5) on both cases, we get

Un((θn, b−n), ~θ)− Un(~b, ~θ) ≥

−
N
∑

k=1

TΣ,k((θn, b−n), (θn, b−n)) +

N
∑

k=1

TΣ,k(~b,~b) ≥ 0.

where lemma 5.3 is used for the last inequality.
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6.3 An Implementation of a General Social Welfare Function

in Ex-Post Equilibrium

Lemma 6.5 Under the EVCG mechanism, in a system with g ∈ G, RN , CLOSE and EARLY ,

where all other agents are truth telling, an agent cannot gain by declaring less than her real type.

Proof: Since bn < θn, RNn(E
A
n , srenice, θn) is performed, where the value of srenice can be defined

by the mechanism, and A = o((bn, θ−n), (bn, θ−n).

∀~θ,~b ∈ ΘN , s.t. bn < θn, b−n = θ−n, we wish to find a range for srenice s.t.

Un(~θ, ~θ)− Un((bn, θ−n), ~θ) ≥ 0.

Due to the operator RN(EA
n , srenice, θn),

Tn((bn, θ−n), ~θ)− Tn((bn, θ−n), (bn, θ−n)) =
θn − bn

srenicecm

where n ∈ NA
m .

Using also note 6.2.1 we get

Un(~θ, ~θ)− Un((bn, θ−n), ~θ) =

−
N
∑

k=1

TΣ,k(~θ, ~θ)

+
{

Tn((bn, θ−n), ~θ)− Tn((bn, θ−n), (bn, θ−n))
}

+
N
∑

k=1

TΣ,k((bn, θ−n), (bn, θ−n)) =

−
N
∑

k=1

TΣ,k(~θ, ~θ) +
θn − bn

srenicecm
+

N
∑

k=1

TΣ,k((bn, θ−n), (bn, θ−n)) ≥ 0.

Using lemma 5.2, we get that it is enough for srenice to satisfy

θn − bn

srenicecm
− fAn

θn − bn

cm
≥ 0.

Hence, it is sufficient that srenice satisfies

srenice ≤
1

fAn
. (6.9)

The institution can declare a value for srenice for every job, or take srenice as

min
n∈N

1

fAn
. (6.10)
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Theorem 6.6 In a system with RN , CLOSE and EARLY , the extended VCG mechanism can

implement any social welfare function g in Ex-Post equilibrium.

Proof: Follows immediately from lemma 6.4 and lemma 6.5.

6.4 An Implementation of a General Social Welfare Function

in Dominant Strategies

Lemma 6.7 Under the EVCG mechanism, in a system with g ∈ G, POST , CLOSE and EARLY ,

an agent cannot gain by declaring less than her real type.

Proof: ∀~θ,~b ∈ ΘN , s.t. bn < θn, we wish to prove that

Un((θn, b−n), ~θ)− Un(~b, ~θ) ≥ 0.

According to equation (6.1), the definition of the EVCG payment:

Un((θn, b−n), ~θ)− Un(~b, ~θ) =
{

−Tn((θn, b−n), ~θ) + Tn((θn, b−n), (θn, b−n))
}

−
∑

k∈N

TΣ,k((θn, b−n), (θn, b−n))

+
{

Tn(~b, ~θ)− Tn(~b,~b)
}

+
∑

k∈N

TΣ,k(~b,~b). (6.11)

Due to the operation of POSTn, when agent n is lying:

Tn(~b, ~θ) = Tn(~b,~b) +
θn − bn

cm1

+ spost + DA
n (
~b, θ−n) ≥

Tn(~b,~b) +
θn − bn

cm1

+ spost .

where n ∈ NA
m1
, A = o(~b,~b). Hence,

{

Tn(~b, ~θ)− Tn(~b,~b)
}

≥
θn − bn

cm1

+ spost. (6.12)

When agent n is telling the truth, in this system, her output time may only be decreased

(compared to her static output time), due to the revelation of other agents’ lies:

−Tn((θn, b−n), ~θ) =

−Tn((θn, b−n), (θn, b−n))−DA′′

n (θn, b−n), θ−n) ≥

−Tn((θn, b−n), (θn, b−n))
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where A′′ = o((θn, b−n), (θn, b−n)). Hence,

{

−Tn((θn, b−n), ~θ) + Tn((θn, b−n), (θn, b−n))
}

≥ 0. (6.13)

Substituting equation (6.12) and equation (6.13) back in equation (6.11) we get

Un((θn, b−n), ~θ)− Un(~b, ~θ) ≥

−
∑

k∈N

TΣ,k((θn, b−n), (θn, b−n)) +
θn − bn

cm1

+ spost +
∑

k∈N

TΣ,k(~b,~b).

Using lemma 5.2

Un((θn, b−n), ~θ)− Un(~b, ~θ) ≥

θn − bn

cm
−
θn − bn

cm′
fA

′

n + spost,

where A′ = o
∑

((θn, b−n), (θn, b−n)) and n ∈ N
A′

m′ .

So it suffices that spost fulfills:

spost ≥ (θn − bn)

(

N

minj∈M cj
−
1

cm

)

≥ (θn − bn)

(

fA
′

n

cm′
−
1

cm
.

)

That can be accomplished using the conditions imposed in the proof of lemma 5.8.

Theorem 6.8 In a system with POST , CLOSE and EARLY , it is possible to implement a general

social welfare function g in dominant strategies.

Proof: Follows immediately from lemma 6.4 and lemma 6.7.
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Chapter 7

Mechanism Qualities: Discussion

In this chapter we evaluate the EVCG mechanisms we suggested, mainly according to the properties

suggested in chapter 4.

7.1 Limitations on Input

The RN based mechanism can deal with any set of ~b, ~θ, and yet complete the execution of all jobs.

The POST based mechanism, on the other hand, must stop executing certain jobs, according to

either of the following two criteria:

1. θn > Habs: if at time t the job has performed a total work of
∫ t

0
Xn(t

′)dt′ > Habs, the execution

of the job is stopped.

2. (θn−bn) > Hdiff : if at time t the job has performed a total work of
∫ t

0
Xn(t

′)dt′ > bn+Hdiff ,

the execution of the job is stopped.

Using the first criterion will prevent the mechanism from performing certain long jobs at all.

Obviously, jobs with declarations larger than Habs cannot be submitted and guaranteed to be exe-

cuted fully. By determining Habs > maxn∈N bn in the realization stage, it can be verified that all

the truth-telling jobs can be completed. On the other hand, setting a large value of Habs means

that spost is increased accordingly, which in turn causes both the agents utility and the final social

welfare to decrease, in case agents lie downward.
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Using the second criterion, every job declaration is admissible for every value of Hdiff , which

therefore can be determined in advance. Using the Hdiff criterion gains scalability.

7.2 Budget Considerations

The rent the institution gets depends on the implemented social welfare function. If g
∑

is imple-

mented, the rent is of course non-negative, since all payments are non-negative. Some social welfare

functions may bring a negative rent though. For example,

• g = −
∑

k∈N (Tk − T0)
2
.

• ~c = (1, 100).

• T0 = 100.

• ~b = (100).

Under an optimal allocation A, in which NA
1 = {1},

XA
1 (t) =











1 0 ≤ t < 100

0 100 ≤ t <∞.

A is efficient, though not Work-Function-Pareto efficient. The rent is negative:

P1(~b) = −T1(~b,~b) + T∑

,1(~b,~b) = −100 + 1 = −99 < 0.

As we can see, the rent can be made as low as desired, by setting the desired ending time T0 to an

appropriate value. Note that a function which is optimized by a Work-Function-Pareto non-efficient

allocation, is not a regular social welfare function.

Theorem 7.1 If the static allocation under the EVCG mechanism is Work-Function-Pareto effi-

cient, the rent is positive.

Proof: Under the EVCG mechanism, which allocates ~b under the static allocation A, the institution

receives a rent of

∑

k∈N

{

−EA
k +

∑

n∈N

EAΣ
n

}

= −
∑

k∈N

EA
k +N

∑

n∈N

EAΣ
n ,
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where AΣ = o
∑

(~b,~b).

We need to show that if A is Work-Function-Pareto-efficient, then

∑

k∈N

EA
k ≤ N

∑

n∈N

EAΣ
n . (7.1)

Let cm′ := maxm∈M cm. Then for allocation AΣ, let us arrange the jobs on each CPU according

to length, shortest first:

NAΣ
m :=

∣

∣NAΣ
m

∣

∣

b
m,AΣ
1 ≤ b

m,AΣ
2 . . . ≤≤ b

m,AΣ

N
AΣ
m

N
∑

k∈N

EAΣ
k = N

∑

m∈M

1

cm

N
AΣ
m
∑

i=1

(

NAΣ
m − i+ 1

)

b
m,AΣ
i ≥

N
∑

m∈M

1

cm

N
AΣ
m
∑

i=1

b
m,AΣ
i ≥ N

1

cm′

N
∑

i=1

bi

where ~bm,AΣ is the vector of declared lengths of the jobs in NAΣ
m , sorted according to their order on

CPU m, under allocation AΣ.

On the other hand, for any allocation which is Work-Function-Pareto efficient, an agent cannot be

better off by executing her job earlier on the same CPU (according to corollary 3.3.1), neither can she

be better off by using another CPU, after its share of the work is done. Let Em,A := maxk∈NA
m
EA
k

denote the Ending time of CPU m. For a Work-Function-Pareto-efficient allocation A, ∀m ∈M,

Em,A =

∑

i∈NA
m
bi

cm
(7.2)

∀k ∈ N EA
k ≤ Em,A +

bk

cm

Hence, comparing the ending time of jobs to the ending time of CPU m′, we can divide the jobs

into two sets:

• I := {k|Ek ≤ Em′,A}

• and J := {k|Em′,A < Ek ≤ Em′,A + bk

cm′
}.

Summing over those sets, we get

∑

k∈N

EA
k ≤ NEm′,A +

1

cm′

∑

k∈J

bk
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Due to equation (7.2), and since J ⊆ N\NA
m′

NEm′,A +
1

cm′

∑

k∈J

bk =

N
1

cm′





∑

k∈N

bk −
∑

k 6∈NA
m′

bk



+
1

cm′

∑

k∈J

bk ≤

1

cm′






N
∑

k∈N

bk + (1−N)
∑

k∈J

bk −N
∑

k∈N\NA
m′
\J

bk






≤
1

cm′
N
∑

k∈N

bk.

Hence, equation (7.1) holds:

∑

k∈N

EA
k ≤

1

cm′
N
∑

k∈N

bk ≤ N
∑

k∈N

EAΣ
k

and the rent cannot be negative.

Corollary 7.2.1 In an EVCG mechanism which implements a regular social welfare function, the

rent is non-negative.

Proof: Follows immediately from theorem 7.1 and from corollary 3.3.2.

7.3 Safety Margins

A POST -EARLY -CLOSE mechanism only has upper safety margins. An RN -EARLY -CLOSE

mechanism, on the other hand, does have safety margins.

7.4 Justness

The POST −EARLY −CLOSE mechanism is just, while the RN−EARLY −CLOSE mechanism

is not. Making sure liars do not benefit from other agents’ lies, makes the mechanism able of imple-

menting a social welfare function in Ex-Post Equilibrium. Justness is what makes the mechanism

able of implementing a social welfare function in dominant strategies.
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7.5 Individual Rationality

So far, we have ignored the agent’s valuation of the execution of her job, Vn in equation (3.2), since

we assumed an agent who submitted a declaration cannot decide to withdraw from the game.

Now let us consider allowing agents to withdraw after the realization stage. A rational agent will

choose to withdraw if Vn < Tn + Pn. The valuation Vn is the agent’s secret. It does not depend on

the rules of the game, nor on the other agents. This valuation may depend though on an alternative

CPU which the agent has at her disposal (e.g. a slow, private, free of charge desktop).

As we mentioned in chapter 3, footnote 2, it is more common in the literature to assume the

agent’s secret is her valuation of the allocation rather than the length of her job. Taking the valuation

into account as a secret brings us back to the common notion of secret: the agent’s valuation of a

good.

We propose a mechanism built on top of the proposed EVCG mechanism, using two rounds:

After stage 3, the declaration stage, agents may withdraw without paying. They do not get their

jobs done, of course. In the next round, the agents are not allowed to change their declarations: the

allocation is calculated based on the previous declarations of those who stayed. The payment for

the staying agents is based on the staying agents only. Let “̂ ” denote functions and allocations on

the second round. Then,

P̂n(~b) = −T̂n(~b,~b) +
∑

k∈N̂

T̂Σ,k(~b,~b).

We wish to show that for the two-rounds EVCG mechanism:

• Indeed two rounds are enough: a rational agent who stayed for the second round, would get a

positive utility.

• Truth telling is in ex-post equilibrium.

Lemma 7.2 In the EVCG mechanism of two rounds, if agent n stayed for the second round, she

will have a positive utility, assuming everyone else is truth telling.

Proof: For truth telling agents, when all other agents are truth telling, every agent’s utility equals

g
∑

. The set of jobs to be executed only decreased after withdrawal, so

g
∑

( ~EÂ) ≥ g
∑

( ~EA)
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where A = o(~b, ~θ) is the original allocation, and Â = ô(~b, ~θ) is the allocation formed for the agents

who chose to stay.

Hence, every truth telling agent who stayed can only be better off, now that some agents have

retired. If participating was individually rational before,

Un = Vn − Tn(~b,~b)− Pn(~b) > 0

it is all the more individually rational now,

Ûn(~b,~b) = Vn − T̂n(~b,~b)− P̂n(~b) =

Vn + g
∑

( ~EÂ) ≥

Vn + g
∑

( ~EA) = Un(~b,~b) > 0 (7.3)

Hence, there is no agent who stayed to the second round, but wishes to quit then: the maximal

number of needed rounds is two.

What about agents who withdrew? Could it be that it would be worthwhile for an agent to lie,

thus making it non-beneficial for another agent to stay, and improving her own utility by that?

Example 7.5.1 In an EVCG mechanism with either RN or POST , CLOSE and EARLY , it

may be worthwhile for an agent to lie, thus making it non-beneficial for another agent to stay, and

improving her own utility by that.

Proof: Let ~c = (1), ~θ = (1, 1), g = g
∑

. Assume agent 2 tells the truth. If agent 1 also tells

the truth, U1(~θ, ~θ) − V1 = U2(~θ, ~θ) − V2 = −1 − 2 = −3. If agent 1 lies and declares b1 = 2,

U2((2, 1), ~θ) = V2 − 1 − 3 = V2 − 4. If 4 > V2 > 3, agent 2 would withdraw. Then agent 1’s utility

would be U1((2), (1)) = V1 − 2, which is better than her utility from telling the truth.

To prevent this situation, a certain change in the output time of lying agents is required, if there

is a second round.

Lemma 7.3 There exists a two-round mechanism which allows withdrawing, for the RN based

EVCG mechanism, which is IC in ex-post equilibrium.

Proof: Assume b−n = θ−n. In order to make lying non-beneficial for agent n, we require:

Ûn((bn, θ−n), ~θ) ≤ Ûn(~θ, ~θ).
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Note that the subset N̂ depends on the declarations; hence different agents may decide to withdraw,

depending on agent n’s declaration.

A liar who withdrew is not better off than a truth teller who withdrew. Both their utilities are

zero. Let us concentrate then on agent n who lies and stays.

From equation (7.3) we know that when all agents are truth telling, if agent n stayed, then

Un(~θ, ~θ) ≤ Ûn(~θ, ~θ).

It will suffice then to construct the mechanism such that

Ûn((bn, θ−n), ~θ) ≤ Un(~θ, ~θ)

which leads to the demand

−T̂n((bn, θ−n), ~θ) + T̂n((bn, θ−n), (bn, θ−n))−
∑

k∈N̂

TΣ,k((bn, θ−n), (bn, θ−n)) ≤

−
∑

k∈N

TΣ,k(~θ, ~θ)

In order to fulfill this demand, a lying agent must receive her output on the second round s.t. it

fulfills the following demand:

T̂n((bn, θ−n), ~θ)− T̂n((bn, θ−n), (bn, θ−n)) ≥

∑

k∈N

TΣ,k(~θ, ~θ)−
∑

k∈N̂

TΣ,k((bn, θ−n), (bn, θ−n)) (7.4)

In other words, the output time for a lying agent must be later than the output time for a truth

telling agent (of the same declaration) at least by the gain to the g
∑

social welfare function of the

declarations due to the second round.

In order to achieve that, the two-round mechanism can use, for example,

POSTn(T̂n(~b, ~θ),

T̂n(~b,~b) +
∑

k∈N

TΣ,k((θn, b−n), (θn, b−n))−
∑

k∈N̂

TΣ,k(~b,~b),

θn + ε) (7.5)

for some positive value of ε. Note that this POST operator is activated on top of the regular POST

operator which the EVCG mechanism uses: it is activated at time T̂n(~b, ~θ), when the agent was
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supposed to get her output, according to the EVCG mechanism. Then another delay is added, to

insure that when other agents are truth telling, equation (7.4) is fulfilled.

Lemma 7.4 There exists a two-round mechanism (which allows withdrawing), for the POST based

EVCG mechanism, which is IC in dominant strategies.

Proof: In order to make truth telling a dominant strategy for agent n, we require:

Ûn((bn, b−n), ~θ) ≤ Ûn((θn, b−n), ~θ).

We concentrate again on an agent n who lies and stays.

From equation (7.3) and from the justness of the POST based mechanism,

Un((θn, b−n), (θn, b−n)) ≤ Ûn((θn, b−n), (θn, b−n)) ≤ Ûn((θn, b−n), ~θ).

It will suffice then to construct the mechanism such that

Ûn((bn, b−n), ~θ) ≤ Un((θn, b−n), (θn, b−n)).

which leads to the following demand on n’s output time in the second round:

T̂n(~b, ~θ)− T̂n(~b,~b) ≥

∑

k∈N

TΣ,k((θn, b−n), (θn, b−n))−
∑

k∈N̂

TΣ,k(~b,~b)

This demand will be satisfied by activating POST according to equation (7.5).

Note 7.5.2 The two-round mechanisms are hardly practical. The amount of time by which the

output is postponed depends on an optimization done on (θn, b−n). Hence, while the two-round

mechanisms are IC, they differ from the single-round EVCG mechanism by requiring heavy compu-

tations to be done whenever an agent lies. Their low computability makes them less practical.

7.6 Final Social Welfare

When comparing mechanisms on all the domain ΘN , some mechanisms are strictly better than

others.
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• An EVCG mechanism which uses the CLOSE and EARLY operators has a better final social

welfare than an EVCG mechanism which does not.

• When we proved that the EVCG mechanism can implement a social welfare function, we

actually defined a range for the parameters spost and srenice. When the parameters are within

that range, the function can be implemented. An EVCG mechanism which uses the threshold

values for spost or for srenice has a better final social welfare than an EVCG mechanism which

chooses other values, which are strictly within the allowed range (a lower value for srenice or

a higher value for spost). The higher srenice is, the faster downward liars’ jobs are terminated,

and regular execution continues. The lower spost is, the sooner the execution of downward

liars’ jobs is resumed.

• An EVCG mechanism which sets a different value of spost,n for each agent according to equa-

tion (5.12), taking cm into account, has a better final social welfare than a mechanism which

uses one common value for all the agents, according to maxn∈N spost,n.

• An EVCG mechanism which sets srenice individually for every job, according to equation (6.9)

has a better final social welfare than an EVCG mechanism which uses equation (6.10) to set

srenice.

Setting an optimal value for Habs and Hdiff , on the other hand, is not that straightforward, but

involves a trade-off. Lowering those values enables setting a lower value for spost, which makes the

final social welfare better. At the same time, lowering those threshold values means that the range

Θ̂ on which the jobs get to terminate at all becomes smaller. Achieving a better final social welfare

for small lies comes at the expense of not being able to complete jobs of larger lies, as discussed in

section 7.1.

7.7 Complexity and Off-Line Calculations

The problem of calculating the best schedule is NP-hard. The time complexity of a naive algorithm

for calculating the best schedule, given the lengths of the jobs, is O((N +M)!).

We have proved here that the EVCG mechanism implements a general social welfare function,

under the assumption that the institution is indeed able to calculate (exactly) the optimal schedule.
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It may seem that due to the computability issue, using the EVCG mechanism is not worthwhile,

but there are several scenarios in which it is practical:

1. When the typical job length is long, relative to the time it takes to calculate the allocation.

This time depends N and M , and not on ~θ:

(N +M)!tc <<

∑

θk
∑

cm

where tc is the time to calculate the social welfare function over one allocation, and is O(N
2)

(using a naive algorithm). The time to find the optimal allocation would also decrease drasti-

cally if the cluster was composed of identical machines c1 = . . . = cM , or of subsets of identical

machines. Subsets of identical declarations ~b would also make the task of finding an optimal

allocation faster to compute.

2. When the variance of ~θ is high. Then max
FUL(~θ) g(

~T (~θ, ~θ))−min
FUL(~θ) g(

~T (~θ, ~θ)) is relatively

high, and the institution can gain a lot from a truth revealing mechanism.

3. When Θ ⊂ N+, in a repeated game, it is possible to remember the optimal allocations for

certain sets of declarations.1

In all those cases, the calculations needed to find the optimal allocation end before the beginning

of the execution (off-line scheduling). The job control tools do not require any calculations. Thus,

even if agents lie, the dynamic allocation is known at once: the cluster needs not halt and wait for

decisions when a job control operator is activated.

7.8 Practical Limitations on the Implementation

When coming to implement the mechanism we suggest in this work, one may encounter several “real

world” problems:

1. The mechanism requires monetary transfers. In order to implement that, the agents are

required to be economic units. If they work for the institution which owns the cluster, this

may not be the case.

1Thus replacing the complexity of calculating the optimal schedule with memory complexity.
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2. The mechanism we suggest counts on the institution’s ability to enforce the optimal schedule.

In real life, this ability may be limited, due to the agents having direct access to the cluster. If

the agents have direct access to the cluster, the strategy of reporting the job’s true length and

submitting it to the institution for allocation may be inferior to submitting the job directly to

a CPU of the agent’s choice.
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Chapter 8

Summary

In this work, we presented the problem of Off-Line Cluster Scheduling, where the institution has the

ability to set the allocation of jobs to CPUs, but it does not know the jobs’ lengths. The institution

also has the ability to affect the allocation in a limited manner after the execution has begun, using

job control tools. The agents, each owning one job, have a certain utility from the completion of

the execution of jobs, as well as from monetary transfers. The institution has a utility from the

completion of the jobs, which is a social welfare function.

We devised a mechanism, in which the agents’ best strategy is telling the institution what the

real length of their job is. We formulated two variants of this mechanism:

1. A mechanism which uses the job control tool POST , and implements a general social welfare

function in dominant strategies. This variant is just, but it only has upper safety margins, and

it poses limitations on the input.

2. A mechanism which uses the job control tool RN , and implements a general social welfare

function in Ex-Post equilibrium. This mechanism has safety margins, and it does not pose any

limitation on the input, but it is not just. This mechanism is more suitable to a situation where

the agent herself does not know exactly the length of her job, but instead she has distributional

information over it.

We also proved that both monetary payments and verification using job control tools are essential

in order to implement a social welfare function. A mechanism similar to what we suggested, only
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without monetary transfers, will not implement even the “sum of utilities” function. A similar

mechanism which uses monetary transfers, but does not use the job control tools in order to verify

that the agents are truth telling and punish them otherwise, will not implement that function either.

The mechanisms we suggested are not IR. There exists another mechanism in which agents

can withdraw before paying, which implements a general social welfare function. In a variant of

the mechanisms we suggested, we enable the agents to withdraw from the game once they know the

price they will have to pay. This variant is individually rational, and still implements a general social

welfare function with the same level of incentive compatibility, as the original variant it sprung from

(either RN or POST based). This mechanism it includes on-line calculations of a schedule when

agents lie, though, in order to determine the severity of the punishment.

The rent in those mechanisms is non-negative if the static allocation is Work-Function-Pareto-

efficient.

In this work we proved that it is possible to implement a general social welfare function in the

off-line cluster scheduling environment, by supplying a family of such mechanisms.
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